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1 Introduction

The topic of super-resolution imaging is a longstanding area of research across many imaging systems including still images, movies or dynamic images, and special areas such as fluorescent microscopy. A variety of mathematical models and techniques have been applied to achieve better resolution than would otherwise be expected from the nominal limitations of the imaging systems. An important subset of imaging is the class of pulse-echo systems used in radar, sonar, and ultrasound scanners. There are methods that utilize special imaging sequences to enhance the resolution, e.g., the classical synthetic aperture imaging. Other theories such as the time reversal and multiple signal classification based on decomposition of the time-reversal operator have been used to resolve the scatterers or extended targets, e.g., breast microcalcifications.

In many practical systems, some key approximations are found to be useful, including a Fourier transform relationship of the propagating pulse and the scatterers or reflectors. Blind deconvolution algorithms improve resolution by estimating the point spread function (PSF) together with the reflection coefficients of tissue. On the other hand, nonblind deconvolution approaches utilize more prior information and are thus generally more specific for the imaging system and have better performance. Under the framework of nonblind deconvolution, a specific approach to super-resolution imaging for pulse-echo systems was previously described for stabilized asymmetric pulses. We defined stabilized pulses as those which, when sampled, have an exact inverse filter. Stabilized pulses, in this context, are realizable focal patterns and beampatterns that are modeled as continuous functions in the axial and transverse directions, that when sampled have their Z-transform zeros lying away from the unit circle. This corresponds to inverse filters that are stable such that they are limited in time with bounded output. Such inverse filters are bounded and well behaved in the presence of noise, and proper design of the stabilized pulse, analyzed with the help of the Z-transform, can be an important part of a super-resolution strategy. However, the previous paper was directed to using an asymmetric pulse shape for generating stabilized pulses.

In this paper, we extend the work to circumstances where stabilized “symmetric” beampatterns, e.g., Gaussian shapes, can be produced and sampled so as to have a stable and useful inverse filter. We also explicitly treat the problem of scatterers positioned at subinteger shifts, between the nominally sampled locations. Examples are provided from Field II and ultrasound B-scans. Only lateral deconvolution is considered, as the first part of a separable (lateral and axial) deconvolution. Axial deconvolution can be treated in a similar framework, but a full description is left for a later paper. Furthermore, lateral resolution is, by itself, of interest since in many applications the lateral resolution is poor compared with the axial resolution.

2 Theory

2.1 Pulse-Echo Convolution Model

In conventional B-mode ultrasound imaging, if the transmitting pulse is narrowband, then the classical convolution model gives us the relationship of Fourier transform between the beampattern [radio frequency (RF) data] and the apodization weights on the transducer face, which is derived by Prince and Links as

\[
\hat{R}(x, y, z) = R(x, y, z) e^{jkz} * S \left( \frac{x}{\lambda z}, \frac{y}{\lambda z} \right) n_e \left( \frac{z}{c/2} \right).
\]

(1)
where $x$, $y$, and $z$ are the coordinates in the lateral, the eleva-
tional, and the axial directions, $k$ is the wave number, $R$ is
the reflection coefficient of the scatterers, $S$ is the Fourier
transform of the apodization function $s$, $n_{0}$ is the envelope of the axial
propagating pulse with $\lambda$ as its wavelength, $\hat{R}$ is the resulting
image, which is the estimation of $R$, and the operator $^\ast$ represents the three-dimensional convolution. Recall that $S$ is
a pure Fourier transform because the quadratic phase term inside the integral is canceled by focusing, which means that
the above equation only holds when the scatterer being imaged
is at the focus of the system.

Under some conditions, a number of simplifications can apply. Let us assume that all scatterers lie in the $y = 0$ plane;
this reduces the problem to a two-dimensional (2-D) model.
Further, under the paraxial approximation, we neglect the quad-
artic phase term. Finally, we assume that the beampattern is
relatively constant for some depth near the focus. Under
these assumptions, the received signal is modeled as a simple
convolution

$$\hat{R}(x, z) \cong R(x, z)e^{jkz} \ast S \left( \frac{x}{\Lambda z_f} \right)^2 n_{0} \left( \frac{z}{\gamma/2} \right),$$

(2)

where $z_f$ is the focus, $^\ast$ represents the 2-D convolution, and
the system effects $S$ and $n_{0}$ are separable functions. Thus, we
can examine the Fourier and sampled discrete transforms as separ-
able functions. Denoting the lateral beam width term as $H_f(x)$ and its inverse filter as $H^{-1}_f(x)$, let

$$H_f(x) = S \left( \frac{x}{\Lambda z_f} \right)^2.$$

(3)

If there is some bounded input/output function $H^{-1}_f(x)$, where

$$H_f(x) \ast H^{-1}_f(x) = \delta(x),$$

(4)

then the lateral deconvolution can be made and maximum resolution
will be achieved as

$$\hat{r}_m(x, z) = \hat{R}(x, z) \ast H^{-1}_f(x).$$

(5)

The functions and calculations in the convolution model dis-

cussed here are in the "continuous" domain. However, in digital
imaging systems, signal processing is completed in the "dis-
crete" domain. For that reason, we examine the Z-transform
requirements for a stable inverse filter.

### 2.2 Review of Z-Transforms of Simple Functions

For double-sided functions, the region of convergence (ROC)
for a stable system with an inverse will be an annulus that
includes the unit circle. For example, let

$$f[k] = \begin{cases} 
\frac{1}{2}k, & \text{for } k \geq 0, \\
3^k, & \text{for } k < 0.
\end{cases}$$

(6)

This is a double-sided function and its Z-transform is

$$F[z] = \sum_{k} f[k]z^{-k} = \frac{-z(3 - \frac{1}{2})}{(z - \frac{1}{2})(z - 3)}$$

(7)

with an ROC of $3 > |z| > \frac{1}{2}$, which includes the unit circle. This function has an exact inverse filter that is given as

$$f^{-1}[k] = \begin{cases} 
-2/5, & k = -1, \\
7/5, & k = 0, \\
-3/5, & k = 1, \\
0, & \text{elsewhere}.
\end{cases}$$

(8)

Thus, a long function $f[k]$ can be deconvolved with a short,
finite impulse response, inverse filter to produce a discrete delta
function, assuming the stability criteria are met. Unfortunately,
stabilized pulses are not generally found for typical symmetric
functions and beamspreads, as previously described. Criteria
for stability do exist and these are examined in Sec. 2.3.

### 2.3 Stability Constraints for Symmetric Functions

In theory, let us consider a discrete function $f[k]$, symmetric
about a maximum at $k = 0$, where $k \in [-n, n]$, and $k \in \mathbb{Z}$. This has a Z-transform

$$F(z) = \sum_{k=-n}^{n} f[k]z^{-k}.$$ (9)

The roots of $F(z) = 0$ are the poles of the inverse filter of the
discrete samples $\{a_k = f[k], k \in [-n, n]\}$. In order to have a
stable inverse filter, the roots cannot be located on the unit circle
to avoid singularity. Note that there are an odd $(2n + 1)$ number
of discrete samples for simplicity, with $n \geq 1$. Because of the
symmetry of such a function, $a_{-k} = a_k$, thus the above equation
is the same with

$$a_0 + \sum_{k=1}^{n} a_k(z^{-k} + z^k) = 0,$$

(10)

where items with the same coefficients have been combined,
which can always be formulated in the form of

$$g(y) = \sum_{k=0}^n b_ka^k = 0,$$

(11)

where $y \equiv z + \frac{1}{2}$ and $\{b_k\}$, the new coefficients, are related to the
original $\{a_k\}$ by the binomial theorem.

Focusing now on the zeros of $F(z)$, suppose that there is
some root $z = z_0$ with $|z_0| = 1$, then obviously $z_0$ can be repre-
dented as $e^{i\theta}$. If that is true, $g(y)$ will correspondingly have a zero

$$y_0 = z_0 + \frac{1}{z_0} = e^{i\theta} + e^{-i\theta} = 2 \cos \theta \in [-2, 2].$$ (12)

Note that the above process from $|z_0| = 1$ to $y_0 \in [-2, 2]$ is ne-
necessary and sufficient. Therefore, in order to have all the zeros of $F(z)$
excluded from the unit circle, the zeros of $g(y)$ must be
outside the range of $[-2, 2]$. Here, the range $[-2, 2]$ only applies
to the real part, which means that all of the complex zeros of $g(y)$ with a nonzero imaginary part meet the requirement.

Thus, the “master constraint” for symmetric, stabilized
beamspreads is: $|y_0| > 2$, where $y_0 \in \{y : g(y) = 0, y \in \mathbb{R}\}$,
which enables the use of many classical root-testing methods.
These additional theoretical considerations to further access
the zeros of $g(y)$ include
1. The Eneström–Kakeya theorem,\textsuperscript{30} which states a relationship between the range of the roots and the ratios between the coefficients. However, this criterion is quite loose.

2. The Jury stability criterion\textsuperscript{11} that can be used here to test whether all the zeros are outside the circle of \(|y| = 2\) in the Z-plane, where a substitution of \(y' = 2/y\) should be made before the test.

Within these constraints lie some subset of sampled lateral beampatterns that have stable inverses. However, the achievable beampatterns are constrained by practical considerations on the apodization function \(s\) and its Fourier transform \(S\). These issues include\textsuperscript{12}

1. Absolute limits on support of the apodization function.
2. The need for high-energy transmission across the apodization function.
3. Compact transform (narrow beam width for high lateral resolution with side-lobes below \(-50\) dB).

Within these multiple constraints, candidate beampatterns can be assessed for producing stabilized inverse filters.

\section{Examples}
The Gaussian function, which is commonly used to apodize the transducers, is considered first.

\subsection{Narrowband Point Spread Function}
In ultrasound imaging, if the source apodization
\[ s_{\text{Gauss}}(x) = \exp\left(-\frac{x^2}{2\sigma_x^2}\right), \]  
where \(\sigma_x\) denotes the standard deviation, is applied at the transducer face for both transmit and receive, then according to Eq. (3), the two-way lateral PSF is calculated as
\[ H_f^{\text{Gauss}}(x) = \mathcal{F}\left\{ s_{\text{Gauss}}(x) \right\} = 2\pi\sigma_x^2 \exp\left(-\frac{4\pi^2 \sigma_x^2 x^2}{\lambda^2 z_f^2}\right), \]  
where the Fourier transform is evaluated at the spatial frequency of \(u = x/(\lambda z_f)\).\textsuperscript{10} Note that in reality, the apodization function will be a windowed Gaussian function because of the limited aperture size of the transducer.\textsuperscript{1} However, if the aperture covers \(6\sigma_x\), specifically if \(6\sigma_x = N_u \cdot p\), where \(N_u\) is the number of active transducer elements and \(p\) is the pitch, the PSF will sufficiently approximate Eq. (14).

Written in the standard form of a Gaussian function, Eq. (14) can be formalized as
\[ H_f^{\text{Gauss}}(x) = C \exp\left(-\frac{x^2}{2\sigma_x^2}\right), \]  
with a standard deviation \(\sigma_0 = \frac{3\lambda z_f}{\sqrt{2\pi N_u} p}\) (16)

Since \(C\) is a scaling factor, it does not influence the Z-transform of the samples, nor the stability of the inverse filter, so it can be disregarded. If a Gaussian lateral beampattern is sampled at a spacing of \(\Delta x\) over a spatial extent of \(m\sigma_0\), then the number of samples inside the truncation window is calculated as
\[ n_s = \left[ \frac{m\sigma_0}{\Delta x} \right] + 1 = \left[ \frac{3m\lambda z_f}{\sqrt{2\pi N_u} p \Delta x} \right] + 1. \]  
In practice, this is rounded to the nearest odd number for the sake of symmetry.

\subsection{Constraint}
Now that the function of the PSF is calculated [Eq. (15)] and the sampling process is clear [Eq. (17)], the discrete coefficients \(\{a_k\}\) in Sec. 2.3 can be determined from samples of \(H_f^{\text{Gauss}}(x)\), and a numerical solution for the roots of Z-transform, guided by the Jury criterion.

Following the variable convention in Sec. 2.3, define
\[ f[k] = \frac{H_f^{\text{Gauss}}(x)}{C} \bigg|_{x=\Delta x} = e^{-\frac{|k\Delta x|^2}{2\sigma_0^2}}, \quad k \in [-n, n], k \in \mathbb{Z}, \]  
where \(\Delta x\) is the discrete sampling interval. If nine samples are sampled symmetrically within the truncation range of \(8\Delta x\), then \(a_k\) is given as
\[ a_k = f[k], \quad k \in [-4, 4], \quad k \in \mathbb{Z}. \]

Substituting Eqs. (18) into (19), and introducing
\[ q = e^{-\frac{|k\Delta x|^2}{2\sigma_0^2}} \]  
yields
\[ a_0 = 1, \]
\[ a_1 = q, \]
\[ a_2 = q^2, \]
\[ a_3 = q^3, \]
\[ a_4 = q^4, \]
\[ a_5 = a_{-5}, \quad k = 1, 2, 3, 4. \]

Substituting Eqs. (21) into (10) and following Eq. (11) gives
\[ g(y) = q^4 y^4 + q^3 y^3 + (q^4 - 4q^6) y^2 + (q - 3q^9) y + 2q^4 - 2q^6 + 1 = 0. \]

Recall that for \(a_k\) to have a stable inverse filter, zeros of \(g(y)\) should be outside the range of \([-2, 2]\) according to the master constraint. By solving that constraint, the stability criterion is reduced as \(q < 0.781\), and hence
\[ \Delta x > 0.704\sigma_0. \]

See Appendix A for more details. Since the samples have nine points, this result means that as long as the truncation window at
focus is wider than 5.62σ₀, the samples symmetrically discretized within the truncation range always have a stable inverse filter.

As an example, a nine-point discrete function sampled from a Gaussian function with Δx = 0.9σ₀ is analyzed in the Z-plane in Fig. 1, where all zeros in the Z-plane diagram are located away from the unit circle, thus generating an inverse filter that is stable. Similarly, stable inverse filters are also found for the five- and the seven-point samples from well-truncated Gaussian.

3.3 Stability of the Practical Point Spread Function: the Broadband Gaussian Model

The discussion prior to this point is based on the assumption of narrowband transmitted pulses, which leads to the PSF in Eq. (14). Practically, however, broadband pulses are used for enhanced axial resolution and the PSF will be modified. More generally, every frequency component from the wideband pulse has its own contribution to the beampattern; the individual contribution can be computed using Eq. (3), where the frequency variable is contained in the wavelength λ. If the previous Gaussian apodization is used, then based on Eq. (15) and using the concept of superposition, the resulting PSF for a broadband pulse can be modeled more practically as

$$H^{BG}_f(x) = \int_0^{+\infty} A(f) \exp\left( -\frac{x^2}{2\sigma_f^2} \right) df,$$

where f is the frequency, σ(f) is the frequency-dependent standard deviation of the Gaussian focal pattern, and A(f) is the spectral weighting. Since the width of the focal beampattern is inversely proportional to the operating frequency, σ(f) can be computed as

$$\sigma(f) = \sigma_0 f_0 f,$$

where σ₀ is calculated using Eq. (16) with f₀ and z. As for the weighting A(f), assuming the impulse response of the transducer is a sinusoidal pulse modulated by a Gaussian function envelope, its positive frequency spectrum can be approximated as a Gaussian function symmetric at the center frequency f₀. Therefore, A(f) is modeled as

$$A(f) = \exp\left( -\frac{(f-f_0)^2}{\sigma_s^2} \right), \quad f > 0,$$

where a factor of 2 typically together with σ_s² term is canceled because both transmit and receive are considered; the convolution of the impulse response leads to the squaring of the Gaussian envelope. σ_s is the standard deviation of Gaussian envelope of the transmitting pulse, directly related to the −6-dB bandwidth B (in percentage) of the pulse in the way that

$$\exp\left( -\frac{(f-f_0/2)^2}{2\sigma_s^2} \right) = \frac{1}{2}.$$  \hspace{1cm} (27)

Solving for σ_s gives

$$\sigma_s = \frac{f_0 B}{2\sqrt{2\ln 2}}.$$  \hspace{1cm} (28)

Now that we have the expressions of σ(f) and A(f), Eqs. (26) and (25) are substituted into Eq. (24), yielding

$$H^{BG}_f(x;\sigma_s, f_0, f_0) = \int_0^{+\infty} \exp\left( -\frac{(f-f_0)^2}{\sigma_s^2} \right) \cdot \exp\left( -\frac{x^2 f^2}{2\sigma_0^2 f_0^2} \right) df,$$

where the broadband Gaussian model is formulated as a function of x parameterized by σ_s (or the bandwidth B), σ₀, and the focus f₀. This integration is calculated using Mathematica (Wolfram Research, Champaign, Illinois) as

$$H^{BG}_f(x; B, \sigma_0) = \sqrt{2}f_0 \exp\left( -\frac{8\pi^2}{16\sigma_0^4 B^2 x^2 / \ln 2} \right) \left[ \text{erf}\left( \frac{2\sqrt{2} \ln 2}{B \sqrt{2\ln 2 + 16\sigma_0^2 B^2}} \right) + 1 \right]$$

$$\sqrt{\frac{\pi}{\sigma_0^2} + \frac{16 \ln 2}{B^2}}.$$  \hspace{1cm} (30)

where erf(·) is the error function. Note that σ_s has been replaced by B using Eq. (28), leaving f₀ functioning as an ignorable scaling factor. Thus, the PSF is now parameterized only by B and σ₀.

To verify the accuracy of this model, the PSF computed from Eq. (30) is compared with the focal beampattern of the B-mode image of a point target simulated by Field II. The simulation models a 5-MHz ATL L7-4 transducer with 64 active elements to focus on the depth of 50 mm. The apodization is a 6σ₀ Gaussian function for both transmit and receive. Figure 2 compares the focal beampatterns under bandwidths of 30% and 70%. The simulated focal beampatterns are also fitted into
the broadband model [Eq. (30)] to show the resemblance. From the figures, it is observed that the broadband Gaussian model is very close to the Field II simulation for both bandwidths tested, illustrating the effectiveness of such a model.

The same logic in Sec. 3.2 is applied here to investigate the “stable” way of sampling the broadband Gaussian function. As the expression of the broadband Gaussian model is no longer a polynomial function, the exact roots require numerical solutions. Solving the Jury criterion, a tighter condition $\Delta x > 0.775\sigma_0$ is found as the constraint that ensures that the nine-point discrete function, sampled from the broadband Gaussian model with 50% bandwidth, has an inverse filter that is stable. Note that the counterpart of such a condition is $\Delta x > 0.756\sigma_0$, for the narrowband Gaussian (see Appendix A). The comparison shows that the condition is more difficult to satisfy for the broadband Gaussian than the narrow one, which is explained by the increased width of the broadband Gaussian as seen in Fig. 2. An example can be found in Fig. 3, showing the stable inverse filter of a nine-point discrete function sampled at $\Delta x = 1.1\sigma_0$ from a broadband Gaussian model with 50% bandwidth.

4 Practical Filtering Issues

Now given a model of the PSF, and given a zone of stability of its inverse filter, deconvolution can be performed. However, some additional practical issues still need to be addressed.

4.1 Depth-Dependent Nature of Ultrasound Imaging Systems

In ultrasound imaging systems, the PSF becomes wider as the focus is set deeper. Therefore, the ultrasound image may be divided into multiple zones, with different inverse filters applied to
each zone. Considering this, processing of images with a limited range of depth is considered, and inverse filters designed for only one depth within that range are used for the purpose of this paper.

4.2 Over-Sampled Beampatterns

In case of a finely sampled, broad beampattern, we can down-sample by some factor to satisfy Eqs. (17) and (23). This divides the image into several subimages with fewer samples in each group, allowing us to generate stable inverse filters for every subgroup. The inverse filtering is thus done in the down-sampled domain for each subgroup, and all the results are interleaved to form the final results. The factor of downsampling is termed as the downsampling ratio (DSR).

4.3 Coherent Deconvolution with Inverse Filter Banks for Subinteger Shifts

If a scatterer is located between the sampled positions, then the designed inverse filter will not produce an exact discrete impulse. Such a mismatch, together with a low spatial sampling frequency, can cause undesired residual sidelobes after the inverse filtering. To deal with this issue, multiple inverse filters, instead of only one, are considered.

For multiple inverse filters, the PSF is sampled at subinteger shifts, namely \( L\Delta x / L \) for \( l \in \{- (L - 1)/2, (L - 1)/2\} \), \( L \in \mathbb{Z} \) where \( L \) is an odd number, distributed uniformly within the sampling spacing \( \Delta x \), and for each shift, one inverse filter is designed. To be specific, set the number of shifts \( L \) to be three as an example. The PSF \( H_f(x) \) is sampled at \( x = (k + l/3)\Delta x, k \in \mathbb{Z} \), giving three sets of samples for \( l = 0 \) or \( \pm 1 \), from which three inverse filters can be generated. Practically, \( L \) can be any number that works, although limited by the hardware of the scanner and also the requirement for the frame rate. In our work, \( L = 5 \) is selected for simplicity.

To utilize such a bank of inverse filters, the following strategy is proposed. For a given image, the five designed inverse filters are applied in parallel, producing five deconvolution results, of which for every position, the result with the minimal absolute value is chosen. The reason for this strategy is based on the observation that the inverse filter that matches the shifted PSF yields the most compact result. We refer to this procedure as “coherent deconvolution.” This can also be followed by an optional subtraction of the standard deviation among the deconvolution results to suppress the sidelobes while maintaining the mainlobes.

Regarding the stability of the multiple inverse filters, while it is guided by the theory in Sec. 2.3 for the case \( l = 0 \), other inverse filters for focal samples with \( l \neq 0 \) are not symmetric due to the shifting of the sampling positions on the PSF and must be assessed individually. Fortunately, we have found that these inverse filters are typically stable given a well-stabilized centered \( H_f(x) \), and this is shown in Fig. 4 as an example using a \( 0.2\Delta x \)-shifted version of the nine-point discrete function sampled from the broadband Gaussian model with 50% bandwidth that was discussed previously, for which a stable inverse filter is found.

Although stability is achievable for most of the subinteger shifts, the “flat top” sampling situation of \((1/2)\Delta x \) should always be avoided. Such a circumstance occurs when, instead of being symmetric about only one unique peak, the samples have two peaks with the same amplitude in the center, forming a flat top in the middle of the focal beampattern. The mathematical proof can be found in Appendix B. To avoid this situation, \( L \) should always be odd, i.e.,

\[
L = 2L_0 + 1, \quad L_0 \in \mathbb{Z}^+.
\]  

(31)

4.4 Robustness and Parameterization

Another issue is the sensitivity of the deconvolution result to small perturbations of the inverse filter parameters. This problem can be caused by the mismatch between the true PSF and the designed inverse filters due to various reasons, including the shift-varying nature of the system and the distortion of the pulse during propagation. To deal with this, inverse filters are parameterized based on the broadband Gaussian model in Eq. (30), where \( B \) and \( \sigma_0 \) can be perturbed to form new inverse filters for assessment of image quality.

4.5 Noise

It should be noted that although the inverse filters are stable, they will still amplify noise due to the high-pass-filtering nature of deconvolution. Specifically, for a Gaussian apodization, or any other typical apodization functions such as Hamming, Hann, and Sinh\(^4\), or prolate spheroidal functions\(^{12,13}\) the resulting inverse filter is a high-pass filter peaking near Nyquist frequencies.

To condition this, a simple \([1, 1]\) kernel is convolved with the inverse filters before they are used for deconvolution. This operation improves the deconvolution quality, but doubles
the width of the theoretical discrete delta function peak after deconvolution. This can be mitigated by relaxing $\sigma_0$ to broaden the estimated PSF during the design of the inverse filters. A median filter with small window size can also be applied before the final envelope detection to further remove the residuals.

4.6 Quadratic Phase Compensation

In Sec. 2.1, it was assumed that the quadratic phase term can be ignored using the paraxial approximation condition. Such a condition, however, is not always true, especially when the focus is deeper, which means that the beampattern will be mismatched to
the designed inverse filters, giving rise to imperfect deconvolution results. To compensate this quadratic phase term, apodization can be redesigned such that the new focal beampattern is with the opposite quadratic phase term to cancel the original one. This new apodization is applied on transmit and requires an extra time delay function applied to the transducer elements.

4.7 Final Procedures

To summarize, the processing steps are as follows:

1. Estimate the PSF by substituting the parameters with the imaging settings into the broadband Gaussian model as in Eq. (30), or by experiment.
2. Design a bank of stable inverse filters from the centered PSF and from subinteger shifts with appropriate DSR.
3. Acquire B-mode RF data using a Gaussian apodization (with quadratic phase compensated if necessary).
4. To perform deconvolution, first down-sample the RF data using the same DSR that is used for the design of the inverse filters. Then for each subgroup of RF data, perform the coherent deconvolution in the lateral dimension using the designed bank of inverse filters with the conditioning kernel if necessary. After that, interleave the partial results.
5. Optionally, apply median filtering on the interleaved data to further reduce noise and any residuals of deconvolution.
6. Perform Hilbert transform in the axial direction for envelope detection, if desired.

The procedures are also shown in Fig. 5.

5 Results and Discussion

The proposed method is first implemented using Field II in simulation, and then using the Verasonics V1 scanner (Verasonics, Inc., Kirkland, Washington) for imaging both the tissue-mimicking phantom and the in vivo carotid artery. All the experiments are done using an ATL L7-4 transducer (Philips Healthcare, Andover, Massachusetts) at 5 MHz with 64 active elements. The same transducer is modeled in the Field II simulation. The transducer is apodized by a $6\sigma$ Gaussian function on transmit and receive, with the quadratic phase compensated on transmit. Single focusing and dynamic focusing are used on transmit and on receive, respectively. The RF data are set to 16 samples per wavelength in the axial direction; for our Verasonics scanner, which has a maximum sampling rate of four samples per wavelength, this requires an upsampling factor of 4. In the lateral direction, the pixel spacing of the RF data is one-fifth of the pitch width based on denser pulse sequencing. Such a high density is not necessary; it is performed only to enable finer lateral pixels for better display. In all cases, a bank of five stable inverse filters are designed in advance using the broadband Gaussian model based on the imaging parameters with a proper relaxation of $\sigma_0$. The conditioning kernel in the downsampled domain is used when necessary and a small $5 \times 5$ median filter is applied twice in the interleaving domain before the envelope detection as a simple noise reduction step. All the ultrasound images are shown in the 50-dB dynamic range.

5.1 Field II Simulation

To assess enhancement of lateral resolution, images of two scatterers at the same depth (50 mm) with different lateral separation distances are simulated using Field II. For the depth of 50 mm, the DSR is 10 while $n_s = 9$. The focal beampatterns before and after deconvolution are shown in Fig. 6. The figure shows that the inverse filtering process reduces the widths of the main lobes and deepens the gap between the two scatterers. The center void declines to ~ 20 dB at a distance of 1.1 mm, compared to 2.7 mm for the original B-scan. The gap continues to drop below −60 dB very quickly for distances greater than 1.2 mm, while the two scatterers in the original B-scan are separated more gradually.

The method is also applied onto the image for a phantom at around 45 to 55 mm deep simulated with the ATL transducer with 50% bandwidth. The phantom consists of, from left to right, a blood vessel, an anechoic cyst, 10-point target pairs at 5 depths, and a hyperechoic lesion. Specifically, the diameters of the inner and the outer walls of the blood vessel are 3 and

![Fig. 7 Field II simulated images of a phantom. Conventional B-scan using (a) Gaussian and (b) rectangular apodization with focus at about 50 mm. (c) Enhanced result. The lateral diameter of the cyst is increased from 3.7 to 4.7 mm, and the blood vessel wall (left) is seen much more clearly than that in the original image. The diameter of the inner blood vessel wall, which is designed to be 3 mm, is opened from barely visible to about 2.1 mm. The scatterer pairs are separated after inverse filtering.](image-url)
3.5 mm, respectively; the distance between the two scatterers at the same depth is 1.5 mm; and both the cyst and the lesion share the same diameter of 5 mm. The speckle signal-to-noise ratio (SNR) of Fig. 7(a) is 1.84, which is close to the theoretical value of 1.91 for fully developed speckle with Rayleigh statistics. Only one bank of inverse filters, based on a 50-mm focal depth, is used for the entire image, while the standard deviation \( \sigma_0 \) is relaxed by a factor of 0.95. The images before and after the procedures, together with a comparison image simulated using a rectangular apodization window with the same number of active elements, are shown in Fig. 7, where the resolution is seen enhanced by the increase of the diameter of the cyst, the decrease of the diameter of the lesion, and the separation of the scatterers. The sidelobes of the sinc function due to the rectangular apodization are clearly seen inside the artery of Fig. 7(b), although clutter is less visible in the cyst because of the limited dynamic range. Specifically for Figs. 7(a) and 7(c), the lateral diameter of the cyst is increased from 3.7 to 4.7 mm, and the blood vessel wall is seen much more clearly than that in the original image. The diameter of the inner blood vessel wall, which is designed to be 3 mm, is opened from barely visible to about 2.1 mm. The scatterer pairs are joined in the original B-scan but are separated after inverse filtering, although the performance of the scatterers above and below the focus is not as good as the on-focus ones. This, together with the fact that only one bank of inverse filters is used, suggests the tolerance of the inverse filters for depths that are off-focus to some extent.

The noise tolerance of the inverse filters is demonstrated in Fig. 8, where 20-dB Gaussian white noise is added onto the original simulated RF data. A 5 × 5 median filter is applied onto the original RF data before the deconvolution to reduce the noise. A conditioning kernel of [1, 1], together with a relaxation of 1.15 for \( \sigma_0 \), is used to further reduce amplification of the noise. The result shows enhancements seen in Fig. 8(b), confirming the ability of the proposed method to perform in the presence of noise.

5.2 Imaging of a Tissue-Mimicking Phantom

The ATS 535 QA ultrasound phantom (ATS Laboratories, Inc., Bridgeport, Connecticut) with a monofilament line target at 50-mm deep is imaged as shown in Fig. 9, where the −20-dB width of pattern is reduced from 2.26 to 1.19 mm as shown by the red bars in the figures, reflecting the enhancement of resolution. The [1, 1] conditioning kernel is used and \( \sigma_0 \) is relaxed by 1.05.

A cyst with a nominal diameter of 4 mm in the same ATS phantom is also imaged and processed under high noise conditions (minimal transmit voltage, 11 volts, and high receiver gain). A conditioning kernel is used together with the 1.15 relaxation of \( \sigma_0 \). From Fig. 10, the lateral opening of the small cyst is doubled, increasing from 1.4 to 3.0 mm as illustrated by the red ellipses, with the SNR of the image increased from 20.3 to 30.5 dB.

5.3 In Vivo Imaging of the Carotid Artery

The carotid artery of a healthy adult was imaged under the requirements of informed consent and the University of Rochester Institutional Review Board. The data were processed using the same settings discussed at the beginning of Sec. 5.
except that the number of active transducer elements is decreased from 64 to 32 to maintain the f-number near 2 at shallow depth. Because of the change mentioned earlier, the DSR is set as 7, and correspondingly, 11-point samples are used for the design of the inverse filter. A conditioning kernel is used along with a 1.15 relaxation of \( \sigma_0 \). The results are shown in Fig. 11, where the opening of the arterial lumen is observed. Furthermore, the arterial wall is better defined.

5.4 Further Discussion

Some limitations of the approach are now considered. In our examples, an \( N = 9 \) point sampled, stabilized lateral focal beampattern is shown to have an exact inverse producing a discrete delta function upon convolution. From this point of view, resolution should increase by a factor of 9 in subsequent examples, but gains are more modest. The major factors that lessen the improvements include the presence of scatterers at subinteger locations, the deviation of beampatterns from the simplified convolution model, and of course the presence of noise, which can require additional filtering steps at the cost of degraded resolution. In addition, any downsampling of the lateral samples reduces final resolution. Nonetheless, the improvements in resolution can enhance the visualization of small objects such as cysts, vessels, and calcifications that would otherwise be blurred in conventional B-scan imaging.

It is observed from the results that some speckle regions appear eroded after the super-resolution processing. This is because the coherent deconvolution chooses the output result with the minimum absolute value. This rule could be modified depending on local statistics. The simulated B-scan images and the enhanced resolution results can depend on the scatterer density employed in the simulation. To examine this parameter, Fig. 12 compares first- and second-order statistics of independent images of pure speckle phantoms (10 × 10 × 10 mm) simulated in Field II as a function of scatterer density. The first-order statistics are evaluated by calculating the SNR of the speckle envelope, which is shown in Fig. 12(a), where speckle SNR as a function of scatterer densities from 0.1 to 40 scatterers/mm\(^3\) are plotted. A black line provides the theoretical SNR of fully developed speckle (1.91)\(^3\) and red-dashed lines highlight the cases of 3.78 and 37.8 scatterers/mm\(^3\). These represent the parameters used to construct the examples of Figs. 7 and 8, and then a 10x density that is deeply within the zone of fully developed speckle. The second-order statistics are shown by the lateral slice through the peak of the normalized 2-D autocorrelation of the envelope. In Fig. 12(b), the lateral slices from both the original and the processed images demonstrate the sharpening of the resolution, but with a subtle difference in the “shoulder” range of 2 to 5 mm lag of the enhanced results depending on scatterer density. This is consistent with a slightly more “filled in” subjective appearance of the speckle before and after processing for the higher density (37.8) case.

The inverse filters are predesigned based on the parameterized PSF model, therefore, distortion of the PSF in practice will give rise to a mismatch. This is a general weakness of nonblind approaches. However, as long as the parameters used in Eq. (30) are reasonable, e.g., a sound speed near 1540 m/s in the soft tissue.
tissue, the inverse filters demonstrate improvement, as shown in our result for the carotid artery images. If enhancement in resolution is not seen in the processed image, the inverse filters can always be modified by changing the parameters, within the limits of stability. In fact, the examples of Figs. 7–10 can be processed with $\sigma_0$ [Eqs. (16) and (30)] varied between 0.95$\sigma_0$ and 1.1$\sigma_0$ with stable output. If one chooses an image quality or sharpness metric, the “final” value of $\sigma_0$ can be selected accordingly.

Finally, we note that axial deconvolution can be implemented within a similar framework, however, this is the subject of a future paper.

6 Conclusion

In the context of the Z-transform and the deconvolution model, an inverse filter approach has been designed to improve resolution. The apodization function, the physics of focusing, and the Z-transform theorems of stability all place constraints on candidates for lateral beamwidths with stable inverses. These constraints for generating stable inverse filters are derived. Examples are shown by applying the methods to both Field II simulation and the Verasonics scanner, where resolution improvement is achieved from either the opening of the lesion or blood vessel or the narrowing of the lateral width of the PSF, which is decreased by as much as 50%.

Appendix A: Solving $q$ for the Gaussian Example

A.1 Using the Jury Criterion

Equation (22) is copied here as

$$g(y) = q^{16}y^4 + q^8y^3 + (q^4 - 4q^{16})y^2 + (q - 3q^8)y + 2q^{16} - 2q^4 + 1 = 0.$$  

In order to have all the zeros of $F(z)$ staying away from the unit circle, a stronger constraint is that all the zeros of $g(y)$, no matter real or complex, are required to stay outside the range of $[-2, 2]$. This can be solved using the Jury criterion. By substituting $y' = 2/y$ for $g(y)$ as suggested in Sec. 2.3 and using Mathematica, the numerical result is solved as $0 < q < 0.751$, referred to as the “Jury range.” Combining such a range with Eq. (20) we have

$$\Delta x > 0.756\sigma_0.$$  

(32)

Although the previous result is derived from the Jury criterion, it is totally acceptable, as it will be seen that this is close to the exact solution for the master constraint (solved in Appendix A.2), where the real and complex zeros of $g(y)$ are treated separately.

A.2 Exact Solution

If the roots of an equation are real or complex can be known from its discriminant, and for $g(y) = 0$, the discriminant is

$$\Delta = 2048q^{96} - 2048q^{84} + 128q^{52} - 1024q^{30} + 2048q^{74} + 512q^{72} - 608q^{70} + 2165q^{68} - 1984q^{66} - 512q^{64} - 2112q^{62} + 292q^{60} + 2896q^{58} - 774q^{56} + 1116q^{54} - 1264q^{52} - 134q^{50} + 930q^{48} + 392q^{46} + 481q^{44} - 720q^{42} - 232q^{40} + 508q^{38} - 134q^{36} - 72q^{34} + 52q^{32} - 12q^{30} + q^{28},$$  

(33)

whose real roots are found numerically as $q_1 = 0.556$, $q_2 = 0.719$, $q_3 = 0.781$, and $q_4 = 0.894$, respectively. Since there is a stable inverse filter for the Jury range of $0 < q < 0.751$, we only have to investigate the range of $0.751 \leq q < 1$. Based on the relationship between the roots of a quartic equation and the discriminant and some other polynomials relative to the nature of the roots, such a range is treated separately for the following cases:

Case 1: $0.751 \leq q < 0.781$.

The roots are all complex numbers in this range, therefore, this range automatically satisfies the master constraint (recall that the $[-2, 2]$ range requirement is
only for the real roots), leading to inverse filters that are stable.

Case 2: \(0.781 \leq q < 0.894\).

In this case, there are two real roots and two complex conjugate roots for \(g(y) = 0\). Since the \(-2\) to \(2\) restriction is not necessary for the complex roots, the Jury criterion will be too tight for this case if used. However, since \(g(y)\) is a quartic function, its zeros can be solved analytically, and the real root can be picked out for testing of the constraint. Using Mathematica, it turns out that the absolute values of both real roots are smaller than \(2\) for this range of \(q\). Hence, such a range does not provide stability for the inverse filter.

Case 3: \(0.894 \leq q < 1\).

In this case, \(g(y)\) has only real roots, which means that Jury stability criterion can be applied directly without harm. However, there is no overlapping between this range and the Jury range, so no stable inverse filter is found in this range.

Combining cases 1, 2, and 3, the solution for the master constraint is \(0 < q < 0.781\), extending the Jury range. Combining with Eq. (20) again, we come up with

\[
\Delta x > 0.704 \sigma_0, \quad (34)
\]

which is the same as Eq. (23).

**Appendix B: Instability of Flat-Top Functions**

In Sec. 2.3, discrete functions with an odd number of samples symmetric about a sole peak point are discussed. However, it is possible for the focal beampattern to be sampled symmetrically with the true peak at a half-integer location, producing a flat-top sampled function. This alternative sampling will always yield unstable results. Such a function, denoted as \(f_n\), is in the form of

\[
f_n[k] = f_n[1 - k], \quad k \in [-n, n + 1], k \in \mathbb{Z}, \quad (35)
\]

from which the flat top appears as \(f_n[0] = f_n[1]\). Using the similar technique for deriving Eq. (11), we have

\[
g_n(y) = \sum_{k=1}^{n} b_k y^k = 0, \quad (36)
\]

where there is no constant term, which is its only difference from a nonflat-top symmetric function. Due to the absence of the constant term, \(g_n(y)\) has a root of

\[
y_1 = 0, \quad (37)
\]

regardless of \(b_k\). Recall that \(y \equiv z + 1/z, F(z)\) from Eq. (9) has a zero of

\[
z_1 = -1, \quad (38)
\]

which locates on the unit circle, meaning that the inverse filter for such a flat-top symmetric discrete function is unstable.

Note that in the context of this paper, there should always be an odd number of samples, while it is even for a theoretical flat-top function. As a result, a practical flat-top function has an extra sample on either side of its tails. Practically, so long as this extra sample is relatively close to zero, the sampled function will have a zero that is very close to \(z_1 = 1\). Therefore, the flat-top function should still always be avoided.
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