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Abstract

Wireless sensor networks are often battery-powered, and hence extending the network lifetime is

one of the primary concerns in the ubiquitous deployment of wireless sensor networks. One approach

to efficiently utilize the limited energy supplies of the sensors is to have the medium access control

(MAC) protocol duty-cycle the sensors, periodically putting the sensors to sleep and waking them up to

reduce idle listening, which is energy intensive. Among duty-cycled MAC protocols, some protocols are

synchronized so that nodes wake up at the same time in each cycle, and other protocols are asynchronous,

where nodes have arbitrary offsets to start their cycles. For protocol designers, it is important to

understand which type of duty-cycled MAC protocol should be chosen (synchronized or asynchronous),

as well as what values should be assigned to the protocol parameters under a given network scenario

in order to achieve a desirable performance for throughput, delay or energy consumption. However,

previous work to analyze the performance of different duty-cycled MAC protocols is either protocol-

specific, or limited to one aspect of the performance metric. In this paper, we propose a Markov

queuing model to analyze the throughput, delay and energy consumption of both synchronized and

asynchronous duty-cycled MAC protocols with applications to S-MAC and X-MAC. Our contributions

include: (1) proposing a Markov queuing model to describe the queuing behavior of both synchronous

and asynchronous duty-cycled nodes, (2) modeling the queue dynamics and the stationary probability of

packet transmissions for S-MAC, a synchronized duty-cycled MAC protocol, to analyze its performance,

(3) modeling the queue dynamics and the stationary probability of packet transmissions for X-MAC,

an asynchronuous duty-cycled MAC protocol, to analyze its performance, (4) providing comprehensive

performance estimation and comparison for different duty-cycled MAC protocols, and (5) providing

flexibility to trade off different performance metrics by optimizing the protocol parameters. Our model

results are validated by comparing with NS-2 and Matlab simulations.

Index Terms

Wireless sensor networks, duty-cycled MAC, S-MAC, X-MAC, throughput, delay, energy.

I. INTRODUCTION

Wireless sensor networks have attracted much interest in both academia and industry due

to their low cost, ease of deployment, and, most importantly, support for various applications

ranging from military surveillance and emergency rescue to medical monitoring. However, energy

constraints imposed by the battery-powered sensor nodes are a limiting factor, preventing the

ubiquitous use of wireless sensor networks. As a result, much research in wireless sensor
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networks has focused on how to save energy and prolong the network lifetime [1][2][3].

In particular, the MAC protocol can put sensors to sleep periodically to reduce idle listening

[4][5][6][3], which is energy intensive in wireless sensor networks. Among such duty-cycled

MAC protocols, some of them synchronize all the nodes in the network, so that the nodes sleep

and wake up at the same time. Since the receiver is ready to receive when a sender wakes

up and has a packet to send, synchronization improves the communication efficiency. However,

synchronization requires overhead at each node to exchange sleep-wake-up schedules with the

nodes’ neighbors. This overhead can be significant when the data traffic is light in the network.

Example synchronized duty-cycled MAC protocols include S-MAC [3] and T-MAC [6].

On the other hand, some of the duty-cycled MAC protocols are asynchronous. Asynchronous

MAC protocols also put sensors to sleep periodically. However, every node has an arbitrary

offset to start its sleep-wake-up cycles. Therefore, the synchronization overhead is removed, but

a sender with packets to send may have to delay the transmission until the receiver wakes up.

Example asynchronous duty-cycled MAC protocols include X-MAC [5] and Spec-MAC [7].

Comparing synchronized and asynchronous duty-cycled MAC protocols, it is not obvious

which one has a better performance. Additionally, for any duty-cycled MAC protocols, it is

not obvious what are the optimal parameters for a given network scenario and data arrival

rates. Moreover, the performance of a MAC protocol includes not only energy consumption

but also throughput and delay. Hence, it is highly desirable to propose a general freamwork

that can analyze the performance of both synchronized and asynchronous duty-cycled MAC

protocols. Previous work has been done on performance analysis for a specific MAC protocol

or on a specific performance metric, such as delay or energy consumption. However, none of

this previous work generalizes both synchronized and asynchronous duty-cycled MAC protocols

and handles the analysis of the throughput, delay and energy consumption simultaneously.

Extending our previous work [8][9], we model and analyze the performance of duty-cycled

MAC protocols with applications to S-MAC (synchronized) and X-MAC (asynchronous). To

handle different MAC protocols, our approach decouples the performance analysis problem into

two parts. Specifically, we propose a Markov queueing model for duty-cycled nodes with a

finite queue capacity. Based on the Markov model, the stationary probability πEmptyQ for a

node to have an empty queue can be obtained as a function of the probability p for each node

to transmit a data packet in a cycle, i.e., πEmptyQ = f(p). On the other hand, to handle the
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protocol-specific media access rules, we model the probability p for each node to transmit a data

packet in a cycle as a function of the probability πEmptyQ of having an empty queue at each

node, i.e., p = g(πEmptyQ). Therefore, solving these two functions, the values of πEmptyQ and

p that the investigated protocol is operating on can be obtained, and the throughput, delay and

energy consumption of the network can be determined. We show that the analytical throughput,

delay and energy consumption of S-MAC and X-MAC using our model match the simulation

results, and we also show how our model can be used to optimize the protocol parameters to

achieve a desirable performance. Moreover, we suggest how our model can be applied to other

synchronized and asynchronous duty-cycled MAC protocols to analyze their performance.

The rest of this paper is organized as follows. Section 2 introduces related work. Section 3

presents our proposed Markov queueing model for duty-cycled nodes. Section 4 provides an

overview of analyzing the network throughput, packet delay, and energy consumption using our

proposed Markov model. Section 5 and Section 6 elaborate on modeling the queuing dynamics

and the stationary probability of packet transmissions for S-MAC and X-MAC, respectively, and

we show how the model can be used to optimize protocol parameters. Section 7 discusses the

extension of our Markov queuing model and how to apply it to various other duty-cycled MAC

protocols. Finally, Section 8 concludes the paper.

II. RELATED WORK

Much work has been done to evaluate the performance of various MAC protocols for wireless

sensor networks. Most of the performance evaluations [10][11] are obtained from simulations.

However, simulations are usually time consuming and require a large number of runs to obtain

statistically significant results. Some other work implemented MAC protocols on motes and

obtained their performance using field measurements [12][13]. However, constrained by time,

space and available resources, field measurements are oftentimes a case study, from which it is

difficult to draw general or quantitative conclusions on the performance of a protocol. Therefore,

analytical models are needed to provide insight into the performance of MAC protocols.

Analytical models have been proposed to evaluate the performance of a specific MAC protocol.

For example, Bianchi proposed a Markov model to analyze the saturation throughput of IEEE

802.11 [14]. Pollin et al. proposed a Markov model to analyze the performance of slotted

IEEE 802.15.4 [15]. Zhang et al. created a Markov model to analyze the throughput, power
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consumption and packet service delay of S-MAC in a single hop network [16]. However, their

model cannot derive the packet queuing delay, which has a significant impact on the packet

latency. Zhang et al. proposed an analytical model to evaluate the performance of O-MAC

[10]. Although these models can estimate the performance of a specific protocol, they are

fundamentally different and cannot be generalized as different protocols have different media

access rules. Hence, the application of these models is limited.

Some other work focused on analyzing a specific performance metric, such as delay, or energy

consumption, for a specific MAC protocol or a series of similar MAC protocols. For example,

Wang et al. analyzed the distribution of the end-to-end delay for CSMA/CA based MAC protocols

in wireless sensor networks [17]. Fischione et al. modeled the packet delay in un-slotted IEEE

802.15.4 networks. Wang et al. analyzed the data delivery delay in acoustic sensor networks

using queuing theory [18]. Rousselot et al. calculated the lower bound of power consumption

for a set of scheduled access and random access MAC protocols for wireless sensor networks

[19]. Although some of these works made a general conclusion among certain MAC protocols,

their performance evaluations are constrained for only one metric of a protocol’s performance.

Hence, their models cannot be used to determine the trade-offs in different performance metrics.

Luo and et al. created continuous time Markov models and queuing models to analyze the

packet loss, delay and power consumption of contention-based MAC protocols with synchronized

and asynchronous wake-up patterns [20][21]. However, their models for synchronized wake-up

patterns and asynchronous wake-up patterns were different. Moreover, their models obtained the

stationary probability of the empty-queue state assuming the number of contending neighbors

of each node was known. In fact, the stationary probability of the empty-queue state in return

determined the number of contending neighbors of each node in the network. Additionally, their

models assume the knowledge of packet transmission rate at each node in a cycle. However, the

packet transmission rate at each node is also related to the contention in the network. Hence, the

assumption of knowing the number of contending neighbors of each node and the assumption

of knowing the packet transmission rate at each node in a cycle are impractical.

Unlike these previous approaches, our model can be used to obtain throughput, delay and

energy consumption for both synchronous and asynchronous duty-cycled MAC protocols.
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TABLE I

NOTATIONS

Symbol Quantity Symbol Quantity

N number of nodes in the network THR network throughput

T length of a cycle THRp number of packets received over time

W contention window size in units of a time slot PDR packet delivery ratio

d duty cycle DC packet contending delay

Q queue capacity in units of a DATA packet DQ packet queuing delay

S MAC layer DATA packet size D packet delay D = DC +DQ

P average energy consumption per second π the stationary distribution of the Markov model

E energy consumption of a node in a cycle π0 the stationary probability of the empty-queue state

L lifetime of each node in the network πi the stationary probability of state i

pf probability of transmission failure of a DATA packet

ps probability of successfully transmitting a DATA packet

p probability of winning the contention p = ps + pf

λ expected DATA packet arrival rate at the MAC layer

Ak probability of k packets arriving in a cycle Ak = e−λT (λT )k/k!

A≥k probability of no less than k DATA packets arriving in a cycle A≥k = 1−
k−1∑
i=0

Ai

III. A MARKOV QUEUEING MODEL FOR DUTY-CYCLED NODES

We propose a Markov queueing model for duty-cycled nodes with a fixed cycle length. The

model assumes that (1) packets arrive at each node independently, (2) each node can buffer a finite

number of DATA packets in a FIFO queue, (3) retransmission is not supported, (4) the channel

is ideal (no fading and no capture effect), (5) there is only one transmission opportunity and

one DATA packet reception per node per cycle, and (6) every node has a constant probability of

transmitting a DATA packet in a cycle regardless of any node’s queue length (similar assumptions

were made in [14][22], and were verified as good approximations of real scenarios). Table I lists

the notations that are used throughout the paper.

The proposed Markov model has a finite number of states, each of which represents a different

status of a node, i.e., a different queue length, at the wake-up instant of a cycle. A node may

change status cycle by cycle, corresponding to the transition from one state to another in the

Markov model. Fig. 1 shows the proposed Markov model with a queue capacity Q. This Markov

model has Q+1 states, each of which, from left to right, corresponds to 0 packets in the queue,

1 packet in the queue, to Q packets in the queue (full queue). Specifically, when the queue is

not empty, a node will attempt to access the media to transmit a DATA packet. A DATA packet
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is removed from the queue either when it is transmitted successfully, or when it encounters a

collision as no retransmission is allowed. A DATA packet is dropped when the queue overflows.

Hence, the transition probabilities from one state to another can be described as follows.

P0,i = Ai, i = 0..Q− 1 (1)

P0,Q = A≥Q (2)

Pi,i−1 = p · A0, i = 1..Q (3)

Pi,j = p · Aj−i+1 + (1− p) · Aj−i, i = 1..Q− 1, j = i..Q− 1 (4)

Pi,Q = p · A≥Q−i+1 + (1− p) · A≥Q−i, i = 1..Q (5)

Pi,j = 0, i = 2..Q, j = 0..i− 2 (6)

Equations (1) and (2) describe the fact that all the transitions from the empty-queue state to

a non-empty-queue state depend only on new packet arrivals. Equations (3) and (6) describe

the fact that a node can only transmit one DATA packet per cycle with a probability p, and

the probability of having one packet less in the queue equals the probability of winning the

contention times the probability of no packet arrivals in a cycle. Moreover, (4) and (5) describe

the fact that the probability of having a non-decreasing queue can be divided into two parts

depending on whether the oldest DATA packet in the queue wins the contention (first term) or

not (second term). Finally, (2) and (5) show that packets are dropped when the queue overflows.

The proposed Markov model with state space S̃ = 0, 1, ..., Q and transition matrix P̃ has

a unique stationary distribution π = (π0, .., πQ) since the Markov model is irreducible and

aperiodic. Therefore, πi ≥ 0 for any si ∈ S̃,∑
si∈S̃

πi = 1, πP̃ = π (7)

Assuming packet arrival information (λ, Ak, and A≥k) is known, the probability p for each

node to win the contention becomes the only variable in the transition matrix P̃ . Since π is the

unique solution for (7), for any si ∈ S̃, πi can be represented as a function of p. Specifically,

0 2 Q-11 Q...  P0,0   P1,1   P2,2  PQ,QPQ-1,Q-1

P0,Q
P0,Q-1 P1,Q

P0,1 P1,2 PQ-1,Q

P1,0 P2,1 PQ,Q-1
P2,QP1,Q-1P0,2

Fig. 1. Markov model for the queuing behavior of duty-cycled nodes without retransmissions.
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let function f(·) describe the relationship between π0 and p, i.e.,

π0 = f(p) (8)

According to (8), for a given probability p for each node to win the contention, the stationary

probability π0 of the empty-queue state can be obtained using the proposed Markov model.

We propose this Markov model instead of using an M/M/1/Q queuing model because (1) the

data packet arrivals at each node in our Markov model can be from distributions other than

Poisson, and (2) the service rate at each node (the packet transmission rate at each node in a

cycle) is unknown, and it depends on the contention in the network. Meanwhile, our proposed

Markov model differs from the Markov models proposed for IEEE 802.11, IEEE 802.16 and

IEEE 802.15.4 networks. Our proposed Markov model models the queuing behavior of duty-

cycled nodes. Since every state in our Markov model reflects a different queue size at the wake-up

instant of a cycle, each transition in our Markov model takes a cycle time. The previous Markov

models in [18][14][22], however, model the backoff procedure of a DATA packet. Since the

backoff timer of a DATA packet is reset by the duty-cycled MAC protocols at the beginning of

each cycle, the previous Markov models cannot handle the duty-cycling behavior of a node.

IV. PROTOCOL-SPECIFIC PERFORMANCE ANALYSIS

Our Markov queueing model holds for any duty-cycled nodes with a fixed cycle length. It

provides a relationship, as shown in (8), between the stationary probability π0 of the empty-queue

state and the probability p for each node to win the contention in a cycle. However, another

relationship between π0 and p is needed together with (8) to solve for both π0 and p, and finally

using these values to obtain the throughput, delay, and energy consumption. Since (8) obtains

π0 as a function of p, here we show how to use protocol-specific media access rules to obtain

p as a function of π0 as our second relationship between π0 and p, i.e.,

p = g(π0) (9)

Given π0, every node has a probability of π0 to have an empty queue, and a probability of

1− π0 to have a packet to send in a cycle. For a given protocol, the probability p for each node

to win the contention can be obtained with the knowledge of π0 and the media access rules of

the protocol. Since different protocols have different media access rules, (9) is protocol-specific.

We provide examples of how to obtain (9) for both S-MAC and X-MAC in Sections 5 and 6.
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Solving (8) and (9), the stationary probability π0 of the empty-queue state and the probability

p for each node to win the contention can be obtained. Plugging p into (1)-(6), the stationary

distribution of the Markov model π can be found. These values enable us to analyze the

throughput, delay and energy consumption of the network.

A. System Model

We examine the throughput, delay and energy consumption per second per node according to

the following system model. A certain number of nodes create a fully-connected network. The

nodes are homogeneous in initial energy, power and communication capabilities. Every node has

a finite queue to buffer the incoming DATA packets. DATA packet arrivals at different nodes are

independent, and they arrive at the nodes with the same distribution. A node randomly selects

one of its neighbors as the destination to transmit DATA packets for a certain time. To exclude

influences from other than the investigated duty-cycled MAC protocol, routing is not considered.

B. Throughput Analysis

Throughput is defined as the amount of data successfully delivered within a unit time. Since

the protocols work in a duty-cycled fashion, the throughput can be calculated within a cycle

time. Therefore, the throughput of the system can be calculated as follows.

THR = N · (1− π0) · ps · S/T (10)

Since the number of nodes in the network N , the MAC layer DATA packet size S, and the

length of a cycle T are known, once π0 is solved by (8) and (9), the only unknown variable in

(10) is the probability ps for each node to successfully transmit a DATA packet.

When π0 is known, ps can be obtained according to the media access rules of the investigated

protocol. Similar to the way we obtain p, every node has a packet to send with a probability of

1− π0 in a cycle. For a given π0, the probability ps for a node to successfully transmit a DATA

packet is determined by the number of nodes in the network N and the manner in which nodes

compete with each other. The relationship between π0 and ps can be described as

ps = h(π0) (11)

Plugging (11) into (10), the throughout of the network can be determined. Section 5 and Section

6 provide examples of how to obtain (11) for S-MAC and X-MAC.
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Moreover, THR can be used to determine other performance metrics, such as the number of

packets received over time THRp and the packet delivery ratio PDR.

THRp = THR/S = N · (1− π0) · ps/T (12)

PDR = THR/S/N/λ = (1− π0) · ps/(λ · T ) (13)

where λ is the expected data arrival rate at each node.

C. Delay Analysis

The delay of a DATA packet can be divided into two parts. The first part is the queuing delay

DQ, which is defined as the time interval from when a DATA packet joins the queue at the tail

to the DATA packet becoming the head of the queue. The second part is the contending delay

DC , which is defined as the time interval from when the DATA packet is at the head of the

queue to when the DATA packet is transmitted and hence removed from the queue. Therefore,

D = DQ +DC (14)

The queuing delay DQ of a DATA packet is the time that the DATA packet must wait in the

queue until all the DATA packets in front of it finish contending for the media. Specifically, a

newly joined DATA packet has to wait for a contending delay DC for each of the DATA packets

that are in front of it but behind the head of the queue. However, the newly joined DATA packet

may arrive at the queue when the DATA packet at the head of the queue (if the queue is not

empty) has already started contending for the media. Hence, for the DATA packet at head of the

queue, the newly joined DATA packet has to wait on average for a half of the contending delay

DC of a DATA packet. According to our proposed Markov model, the queuing delay DQ of a

DATA packet can be calculated as a function of the contending delay DC of a DATA packet.

DQ = DC ·
Q−1∑
i=0

(max(0, i− 0.5) · πi/(1− πQ)) (15)

The contending delay DC of a DATA packet can be calculated according to the stationary

probability π of our proposed Markov model. A node with a DATA packet to send contends for

the media once in a cycle, until the node finally wins the contention. For each contention, the

node has a probability of p to win, and a probability of 1− p to lose. Given a cycle length of T

DC = T ·
∞∑
i=0

(i+ 1) · p · (1− p)i (16)

Plugging (15) and (16) into (14), the delay of a DATA packet can be obtained.
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D. Energy Consumption Analysis

Since we are considering duty-cycled MAC protocols, the energy consumption per second P

of a node can be obtained by calculating the energy consumption E of a node in a cycle divided

by the cycle length T , i.e.,

P = E/T (17)

However, the energy consumption E of a node in a cycle varies as the node plays different roles in

the contention. (1) A node could be a sender that successfully transmits a data packet. According

to the Markov model, the probability for a node to be a successful sender is (1− π0) · ps. (2) A

node could be a receiver that successfully receives a data packet. Since every sender randomly

selects a destination from its neighboring nodes, a node has the same probability of being a

successful sender and being a successful receiver, i.e., (1−π0) ·ps. (3) A node could be a sender

that encounters a collision. According to the Markov model, the probability for each node to be

an unsuccessful sender is (1 − π0) · pf , where pf = p − ps. (4) A node could be a prospective

receiver, but fails to receive the data packet due to a collision. As before, the probability for

each node to be an unsuccessful receiver is the same as the probability of being an unsuccessful

sender, i.e., (1− π0) · pf . (5) A node could be idle for its entire active period, as no other nodes

attempt to transmit data when the node is awake. The probability of this case can be determined

by the media access rules of the protocol. (6) A node could be idle, but it goes to sleep before

its active period expires, as some other nodes access the media. The probability of this case can

also be determined by the media access rules of the protocol.

To calculate the energy consumption of a node in a cycle, we (1) first calculate the energy

consumption of a node in all the above cases. (2) Then, the energy consumption of each case

is multiplied by the corresponding probability. (3) The summation of the products obtained in

step (2) is the energy consumption of a node in a cycle. The energy consumption per second of

a node can then be calculated using (17).

The energy consumption per second P of a node can also be used to estimate the lifetime of

the network. Assuming each node in the network has an initial energy Einit, the lifetime of the

network can be represented as

L = Einit/P (18)
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V. PERFORMANCE ANALYSIS OF A SYNCHRONIZED MAC PROTOCOL - S-MAC

In the following two sections, we provide two examples of how to apply our proposed Markov

model and performance analysis methodology to different duty-cycled MAC protocols. Moreover,

we show how to optimize protocol parameters using our proposed method to achieve desirable

performance. The first example is S-MAC, a synchronized duty-cycled MAC protocol, and the

second example is X-MAC, an asynchronous duty-cycled MAC protocol.

S-MAC [3] was the first duty-cycled MAC protocol designed for wireless sensor networks.

It is also one of the most popular MAC protocols used for research on and implementation of

wireless sensor networks [6][13]. S-MAC operates in a duty-cycled fashion, i.e., sensors sleep

and wake up periodically. The active period of a cycle has a fixed length, which is determined

by the MAC layer contention window size. The sleeping period of a cycle, instead, could be

shorter or longer, depending on the predefined duty cycle, which is the ratio of the active period

length to the cycle length. All the nodes in the network have the same cycle length and duty

cycle. To improve the communication efficiency, S-MAC synchronizes sensors by exchanging

their sleep-awake schedules in SYNC packets, so that every node sleeps and wakes up at the

same time. A fixed interval in each active period is reserved for SYNC packet exchange.

S-MAC uses RTS/CTS/DATA/ACK handshaking to guarantee successful unicast transmissions.

However, S-MAC has a fixed contention window, as a change in contention window size changes

the length of an active period and hence influences the synchronization process. Moreover, when

a node fails to win the contention or it encounters an RTS collision, it goes to sleep until the

next active period. On the other hand, when a node sends out an RTS successfully, it does not

go back to sleep until the transmitted DATA packet is acknowledged.

It is necessary to list all the reasons for DATA packet loss in S-MAC. Assuming ideal channels

(i.e., no hidden terminals, capture effect or fading), a DATA packet could be dropped due to (1)

overflow of the DATA packet queue, and (2) failure of the associated RTS (RTS collision).

A. Throughput Analysis

Suppose there are N nodes in a fully connected network. When a node has a DATA packet

to send, the probability Mk that k out of the other N − 1 nodes are competing for the media

can be described as a function of π0.
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Fig. 2. Determining (p, π0) using π0 = f(p) and p = g(π0) for S-MAC.

Mk(π0) =

(
N − 1

k

)
·(1−π0)

k ·πN−1−k
0 =

(N − 1)!

k!(N − 1− k)!
·(1−π0)

k ·πN−1−k
0 , k = 0..N−1 (19)

In the case that k other nodes are competing for the media, the probability pk of being the winner

(sending out an RTS) and the probability psk of successfully sending out the DATA packet can

be calculated as

pk =
W∑
i=1

1

W
(
W − i+ 1

W
)k, k = 0..N − 1 (20)

psk =
W∑
i=1

1

W
(
W − i

W
)k, k = 0..N − 1 (21)

where W is the contention window size. Therefore,

p = g(π0) =
N−1∑
k=0

Mk(π0) · pk (22)

ps = h(π0) =
N−1∑
k=0

Mk(π0) · psk (23)

Solving (8) and (22), the probability p for each node to win the contention and the stationary

probability π0 of the empty-queue state can be obtained. Plugging π0 into (23), the probability for

each node to successfully transmit a DATA packet, ps, can be determined. Finally, the throughput

of S-MAC can be calculated using (10). Fig. 2 shows an example of (8) and (22). Equation (8) is

obtained from the Markov model, and is shown by the solid blue lines for different duty cycles.

Equation (22) is obtained from the media access rules of S-MAC, and is shown by the dashed

red line. The intersections of these curves, marked by the green asterisks, are the solutions of

(8) and (22) for different duty cycles. Each solution corresponds to a specific (p, π0), which is

used to obtain the throughput using (23) and (10). As long as (8) and (22) accurately model the

relationships between p and π0, there is only one solution for (8) and (22) as S-MAC can only
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operate on a specific (p, π0) under given duty cycle and network scenario. Validated by NS-2

simulations, our modeled (p, π0) in Fig. 2 matches the simulated (p, π0) closely.

B. Delay Analysis

To calculate the delay of S-MAC, the probability p for each node to win the contention and

the stationary distribution π of the Markov model need to be determined. p can be obtained by

solving (8) and (22) together. Plugging p into (1)-(6), the stationary distribution π of the Markov

model can be solved. Then, the delay of S-MAC can be obtained as described in Section 4.2.

C. Energy Consumption Analysis

We define the power for transmitting data, receiving data and sleeping at each node as txp,

rxp, and sp, respectively. Note that being idle consumes as much power as receiving data, since

a node has to listen to the media. In this paper, txp = 52.2mW , rxp = 59.1mW , sp = 0mW

according to the MICAz datasheet [23], used in both S-MAC and X-MAC energy analysis.

To calculate the energy consumption per second at each node, first it is necessary to recall some

S-MAC operations. (1) Each node remains awake during Tsync in a cycle to send and receive

SYNC packets, (2) each node transmits a SYNC packet every Nsync cycles, which is defined as

a SYNC period, (3) each node remains awake for a SYNC period to avoid missing any SYNC

packets from its neighbors every Nawake SYNC periods, hence, a node does not go to sleep in

such awake cycles in contrast to going to sleep in the normal cycles, (4) Tdata is defined as the

longest time that a node may need to finish sending an RTS, however, RTS/CTS/DATA/ACK

transmissions can last until a new cycle starts, and (5) in normal cycles, a node goes to sleep after

transmitting/receiving a DATA packet successfully, or after experiencing an RTS/CTS collision,

or after hearing an unintended RTS or CTS from its neighboring nodes.

As a result, a node may consume different amounts of energy in a normal cycle and in an

awake cycle. Define E as the average energy consumption in a cycle at each node, Enormal as the

average energy consumption in a normal cycle, and Eawake as the average energy consumption

in an awake cycle. We have

E = (Enormal ·Nsync · (Nawake − 1) + Eawake ·Nsync)/(Nsync ·Nawake)

= (Enormal · (Nawake − 1) + Eawake)/(Nsync ·Nawake) (24)
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Define Esync as the energy consumption during Tsync, Edata as the energy consumption during

data contention and data transmission, Esleep as the energy consumption for sleeping during

normal cycles, Enosleep and as the energy consumption for being awake after data contention

and data transmission during awake cycles. Therefore,

Enormal = Esync + Edata + Esleep (25)

Eawake = Esync + Edata + Enosleep (26)

Assume each SYNC, RTS, CTS, DATA, and ACK packet takes tSY NC , tRTS , tCTS , tDATA,

and tACK to transmit, respectively,

Esync = ((tSY NC · txp+ (Tsync − tSY NC) · rxp) + (Tsync · rxp · (Nsync − 1)))/Nsync (27)

Edata, Esleep, and Enosleep are related with the contention in the network, which determines how

long a node needs to be active during random backoff before transmitting data or going to sleep.

For a fully-connected network with N nodes, the number of contending nodes in a cycle N0 has

E(N0) = N · (1− π0) (28)

However, E(N0) may not be an integer, hence to simplify the calculation, we assume the two

cases N0 = ⌊E(N0)⌋ and N0 = ⌈E(N0)⌉ have the highest probabilities and neglect the other

possible values of N0. Define N−
0 = ⌊E(N0)⌋ with a probability of p−, and N+

0 = ⌈E(N0)⌉

with a probability of p+, we have

N−
0 · p− +N+

0 · p+ = E(N0) (29)

p− + p+ = 1 (30)

Plugging (28) into (29) and solving (29) and (30), p− and p− can be obtained. Consequently,

we can define Edata− and Edata+ as the energy consumption during data contention and data

transmission when N−
0 and N+

0 nodes are contending for the media, respectively.

Edata = p− · Edata− + p+ · Edata+ (31)

Similarly,

Esleep = p− · Esleep− + p+ · Esleep+ (32)

Enosleep = p− · Enosleep− + p+ · Enosleep+ (33)
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When N−
0 = 0, no node is contending for the media in this case. Hence,

Edata− = Tdata · rxp (34)

Esleep− = (T − Tsync − Tdata) · sp (35)

Enosleep− = (T − Tsync − Tdata) · rxp (36)

When N−
0 > 0 and hence N+

0 > 0, a node has a probability (1−π0)·ps of being the sender of a

successful DATA transmission, implying it also has the same probability of being the destination

of a successful DATA transmission. Similarly, a node has a probability (1 − π0) · pf of being

the sender of an unsuccessful DATA transmission, implying it also has the same probability

of being the destination of an unsuccessful DATA transmission. Assume (1) each packet has a

propagation delay of Dprop, (2) Ws− and Ws+ are the average backoff windows of the winner

that successfully transmits a DATA packet in the case of N−
0 and N+

0 , respectively, (3) Wc− and

Wc+ are the average backoff windows of the winner that experiences a collision in the case of

N−
0 and N+

0 , respectively, and (4) Wt− and Wt+ are the average backoff windows of a winner

of the contention in the case of N−
0 and N+

0 , respectively. Since the calculations for both N−
0

and N+
0 are identical, to reduce the redundancy, only the calculations of Edata−, Esleep−, and

Enosleep− are shown as follows. To calculate Edata+, Esleep+, and Enosleep+, simply replace the

subscript/superscript ”−” with ”+” in equations (37)-(42).

Edata− =

(1− π0) · ps · ((tRTS + tDATA) · txp+ (tCTS + tACK) · rxp+ 4 ·Dprop · rxp+Ws− · rxp

+(1− π0) · ps · ((tRTS + tDATA) · rxp+ (tCTS + tACK) · txp+ 3 ·Dprop · rxp+Ws− · rxp

+(1− π0) · pf · (tRTS · txp+ tCTS · rxp+ 2 ·Dprop · rxp+Wc− · rxp)

+(1− π0) · pf · (tRTS · rxp+ tCTS · txp+Dprop · rxp+Wc− · rxp)

+(1− 2 · (1− π0) · (ps + pf )) · (tRTS · rxp+Wt− · rxp) (37)

Esleep− =

(1− π0) · ps · (T − Tsync −Ws− − tRTS − tCTS − tDATA − tACK − 4 ·Dprop) · sp

+(1− π0) · ps · (T − Tsync −Ws− − tRTS − tCTS − tDATA − tACK − 3 ·Dprop) · sp

+(1− π0) · pf · (T − Tsync −Wc− − tRTS − tCTS − 2 ·Dprop) · sp
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+(1− π0) · pf · (T − Tsync −Wc− − tRTS − tCTS −Dprop) · sp

+(1− 2 · (1− π0) · (ps + pf )) · (T − Tsync − tRTS − Tt−) · sp (38)

Enosleep− =

(1− π0) · ps · (T − Tsync −Ws− − tRTS − tCTS − tDATA − tACK − 4 ·Dprop) · rxp

+(1− π0) · ps · (T − Tsync −Ws− − tRTS − tCTS − tDATA − tACK − 3 ·Dprop) · rxp

+(1− π0) · pf · (T − Tsync −Wc− − tRTS − tCTS − 2 ·Dprop) · rxp

+(1− π0) · pf · (T − Tsync −Wc− − tRTS − tCTS −Dprop) · rxp

+(1− 2 · (1− π0) · (ps + pf )) · (T − Tsync − tRTS − Tt−) · rxp (39)

However, to calculate (37), (38), and (39), the average backoff window Ws− of the contention

winner that successfully transmits a DATA packet, the average backoff window Wc− of the

contention winner that experiences a collision, and the average backoff window Wt− of the

contention winner need to be obtained.

First, we calculate Ws−, the average backoff window of the contention winner that successfully

transmits a DATA packet. For each possible backoff window from 0 to W − 1, a node wins the

contention and successfully transmits a DATA packet if all the other N−
0 − 1 nodes have larger

backoff windows. Therefore,

Ws− =
W−1∑
i=0

i · (
(
N−

0

1

)
· 1

W
· (W − i− 1

W
)N

−
0 −1/

W−1∑
j=0

(

(
N−

0

1

)
· 1

W
· (W − j − 1

W
)N

−
0 −1)) (40)

Similarly, we calculate Wc−, the average backoff window of the contention winner that

experiences a collision. For each possible backoff window from 0 to W − 1, a node wins

the contention but has a collision if (1) all the other N−
0 − 1 nodes have equal or larger backoff

windows, and (2) at least one contending neighbor has the same backoff window. Therefore,

Wc− =
W−1∑
i=0

i ·
(W−i

W
)N

−
0 − (W−i−1

W
)N

−
0 −

(
N−

0
1

)
· 1
W

· (W−i−1
W

)N
−
0 −1

W−1∑
j=0

((W−i
W

)N
−
0 − (W−i−1

W
)N

−
0 −

(
N−

0
1

)
· 1
W

· (W−i−1
W

)N
−
0 −1)

(41)

Finally, we calculate Wt−, the average backoff window of the contention winner. For each

possible backoff window from 0 to W − 1, a node wins the contention if all the other N−
0 − 1

nodes have equal or larger backoff windows. Therefore,
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Wt− =
W−1∑
i=0

i ·
(W−i

W
)N

−
0 − (W−i−1

W
)N

−
0

W−1∑
j=0

((W−j
W

)N
−
0 − (W−j−1

W
)N

−
0 )

(42)

Plugging (40), (41) and (42) into (37), (38) and (39), Edata−, Esleep−, and Enosleep− are

obtained. Replacing subscript/superscript ”−” with ”+” in (37)-(42), Edata+, Esleep+, and

Enosleep+ can be obtained. According to the value of N−
0 and N+

0 , substituting Edata−, Esleep−,

Enosleep−, Edata+, Esleep+, and Enosleep+ into (31), (32), and (33), Edata, Esleep, and Enosleep can

be obtained. Calculating Esync through (27), and substituting Esync, Edata, Esleep, and Enosleep

into (25) and (26), and finally (24), the average energy consumption per node in a cycle E is

obtained. Hence, the energy consumption per second per node P can be obtained using (17).

D. Model Validations

To validate our proposed Markov model, we run the model under various S-MAC config-

urations and data arrival rates, and compare the estimates of throughput, delay, and energy

consumption with simulation results using NS-2. In the simulation, (1) the network is fully-

connected, (2) every 100s one of a node’s neighbors is randomly selected as the destination of

the packets that arrive in the following 100s, (3) the simulation time is 2000s, and (4) all the

results (throughput, delay, and energy consumption) are averaged over 50 runs.

In all the simulations, the basic set-up is a fully-connected network with N = 15 nodes, a

contention window size W of 128, a data arrival rate λ at each node of 1.5 packets per second,

and a queue capacity Q at each node of 10. For each set of simulations, we vary one of these

parameters and investigate the throughput, delay and average energy consumption per second of

S-MAC. Fig. 3 shows the performance results under varying node density from 5 nodes in the

networks to 30 nodes in the network. Fig. 4 shows the performance results under varying data

arrival rate λ from 0.5 packets per second to 2.5 packets per second at each node. Fig. 5 shows

the performance results under varying contention window size W from 64 to 512. Fig. 3, Fig. 4

and Fig. 5 also show the 95% confidence intervals of the simulation results. From these figures,

we can see that our analytical results using the Markov model match the simulation results well

for throughput and delay and approximate the simulation results for energy consumption.

In Fig. 3a, the throughput of S-MAC first increases linearly as the number of nodes in the

network increases, and then it stops increasing and decreases slightly as the node density further
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Fig. 3. S-MAC performance with different numbers of nodes in the network. (95% confidence interval is shown)
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Fig. 4. S-MAC performance with different data arrival rates. (95% confidence interval is shown)

100 200 300 400 500
0

200

400

600

800

1000

1200

contention window size

th
ro

ug
hp

ut
 (

by
te

s/
s)

 

 

d=10%
d=30%
d=50%
d=70%
d=90%

solid lines: model results
circles: sim results
d: duty cycle

(a) Throughput.

100 200 300 400 500
0

50

100

150

200

contention window size

de
la

y 
(m

s)

 

 

d=10%
d=30%
d=50%
d=70%
d=90%

solid lines: model results
circles: sim results
d: duty cycle

(b) Delay.

100 200 300 400 500
0

0.01

0.02

0.03

0.04

0.05

contention window size

po
w

er
 (

W
)

 

 

d=10%
d=30%
d=50%
d=70%
d=90%

solid lines: model results
circles: sim results
d: duty cycle

(c) Energy consumption/s/node.

Fig. 5. S-MAC performance with different contention window sizes. (95% confidence interval is shown)

increases. Similarly, in Fig. 4a, the throughput of S-MAC first increases linearly as the data

arrival rate increases, however, the throughput stops increasing and remains constant as the data

arrival rate further increases. In Fig. 5a, the throughput of S-MAC first remains constant (S-MAC

with 70% and 90% duty cycles), and then decreases as the contention window size increases.

In all these figures, there is a change in the trend of throughput. Before the turning point of

the throughput curves, S-MAC can deliver all the DATA packets as soon as they arrive in the

network. Hence, the throughput increases linearly as the number of nodes increases, or the data

arrival rates increases, and the throughput of S-MAC remains constant as the contention window

size increases. However, after the turning point of the throughput curves, S-MAC saturates,
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i.e., S-MAC reaches its delivering limit and can no longer deliver all the incoming DATA

packets, and thus DATA packets are backlogged in the queue until the queue overflows. As

the node density keeps increasing, the contention in the network further increases. Hence, the

probability of successfully transmitting a packet decreases, and more packets are finally dropped

due to collisions and queue overflow. Consequently, the throughput decreases as the node density

increases. Different from increasing the node density in the network, increasing the data arrival

rate after S-MAC saturates does not increase the contention in the network since every node

always has packets to send in each cycle. Therefore, more arriving packets are dropped due to

queue overflow instead of collisions, and hence the throughput of S-MAC does not decrease. On

the other hand, as the contention window size increases, the cycle length of S-MAC increases.

Since S-MAC delivers at most one DATA packet per cycle, longer cycle length leads to lower

throughput. Therefore, as the cycle length increases, the throughput of S-MAC decreases.

In Fig. 3b, the delay of S-MAC first remains nearly zero, and then increases as the node density

increases or the contention window size increases. Before S-MAC saturates, S-MAC can deliver

incoming packets as soon as they arrive at the network, hence few packets are accumulated

in the queue, and as a result, the packet delay is very small. However, as the node density

increases, (1) the contention in the network increases, hence a packet has a longer contending

delay before its associated RTS is sent, and (2) when S-MAC saturates, packets have a longer

queuing delay as the average queue length increases. Therefore, the delay of S-MAC increases

as the node density increases. In Fig. 4b, the delay of S-MAC jumps from very low to a certain

value as the data arrival rates increases. Again, S-MAC has very small delay when it is far from

saturation due to the very low data arrival rates. As the data arrival rate increases, the packet

delay increases because the average queue length at each node increases dramatically. However,

the average queue length cannot be longer than the queue capacity. Moreover, increasing the data

arrival rate does not intensify the contention in the network after S-MAC saturates. Therefore,

neither the contention delay nor the queuing delay of a packet increases. Hence, the packet

delay remains constant after S-MAC saturates. For varying contention window size (Fig. 5b),

after S-MAC saturates, all the nodes in the network have a packet to send in every cycle, and

therefore the contention in the network (specifically the probability p for each node to transmit a

DATA packet and the stationary distribution π of the Markov model) remain almost constant as

the contention window size increases. Since p and π are not sensitive to the contention window
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size after S-MAC saturates, according to (15) and (16) both contending delay and queuing delay

increase linearly as the cycle length increases. Therefore, after S-MAC saturates the delay of

S-MAC increases linearly as the contention window size increases.

In Fig. 3c, Fig. 4c, and Fig. 5c, the average energy consumption per node per second of

S-MAC decreases as the number of nodes in the network increases, or the data arrival rate

increases, or the contention window size increases. When there is little traffic in the network

that has an extremely low node density or data arrival rate or contention window size, few nodes

are contending for the media and all nodes are idle-listening to the channel during Tdata in every

normal cycle. As the node density or the data arrival rates increase, more nodes have packets

to send in a cycle, and hence more nodes hear an unintended RTS and go to sleep before Tdata

expires. Meanwhile, as more nodes are contending for the media, the average backoff window of

a contention winner decreases, which means nodes tend to hear an RTS earlier and go to sleep

for a longer time in each cycle. Hence, on average, the energy consumption per second of each

node decreases as the node density or the data arrival rate increases. When S-MAC saturates,

a node can either be a contention winner or go to sleep after hearing an unintended RTS, but

the chance of being awake and hearing nothing during Tdata is small. For varying node density

(Fig. 3c), as the node density increases, the average backoff window of a contention winner

decreases slowly, which means less energy can be saved by hearing an earlier RTS. Therefore,

the average energy consumption per second at each node decreases much slower than before.

However, for varying data arrival rate (Fig. 4c), when S-MAC saturates, every node has a packet

to send during each cycle, hence the average backoff window of a contention winner remains

constant, and therefore, the average energy consumption per second cannot be decreased any

more. For varying contention window size (Fig. 5c), a longer contention window means that

unintended nodes have to to be awake for a longer time until the first RTS is sent. So, the

energy consumption of a node per cycle increases as the cycle length increases. However, a

longer contention window size also means a longer cycle length. In our experiment, the average

energy consumption per second decreases slowly when S-MAC saturates.

Fig. 3, Fig. 4, and Fig. 5 also shows that for a given node density, S-MAC with a higher duty

cycle has throughput and packet delay no worse than S-MAC with a lower duty cycle. However,

S-MAC with a higher duty cycle always has higher energy consumption per second than S-MAC

with a lower duty cycle, no matter whether S-MAC saturates or not.
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E. S-MAC Optimizations

Our proposed Markov model can be used to estimate the throughput, delay, and energy

consumption of S-MAC under different S-MAC configurations, network conditions and data

arrival rates. Since S-MAC is the first, and the most basic, duty-cycled MAC protocol for wireless

sensor networks, it is oftentimes used as a baseline in performance comparisons with newly

proposed duty-cycled MAC protocols. Hence, future research on duty-cycled MAC protocols

can benefit from the convenience and flexibility provided by our Markov model for S-MAC to

avoid massive simulations.

Moreover, our proposed Markov model and performance analysis can be used to optimize the

protocol parameters in order to achieve desirable performance, which may have requirements on

throughput, delay, and energy consumption simultaneously. In this section, we show an example

of optimizing the duty cycle and contention window size of S-MAC, in order to receive the

most DATA packets in the lifetime of a network. The number of packets received at each node

Pktrecvd can be obtained by

Pktrecvd = THR/S/N · L = THRp/N · L = PDR · (λ · L) (43)

where S is the DATA packet size, N is the number of nodes in the network, λ is the expected

data arrival rate at each node, and L is the lifetime of each node in the network. Equation (43)

can be obtained by (10) and (18) using our proposed Markov model and performance analysis.

Fig. 6 shows the number of packets a node can receive during its lifetime under different duty

cycles and contention window sizes, using our model and simulations. Our model provides a

good estimation of the optimal duty cycle and contention window size. In our experiment, there

are 15 nodes in a fully-connected network, the data arrival rate is 1.5 packets per second at

each node, and the queue capacity is 10. The available duty cycles are 10%, 30%, 50%, 70%,
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(b) Analytical Results.

Fig. 6. S-MAC performance optimization under different contention window sizes and duty cycles.
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and 90%, and the available contention window sizes are 32, 64, 128, 256, and 512. In order

to receive the most DATA packets at each node, the optimal contention window is 32 and the

optimal duty cycle is 10%.

VI. PERFORMANCE ANALYSIS OF AN ASYNCHRONOUS MAC PROTOCOL - X-MAC

In this section, we apply our proposed Markov queuing model and performance analysis to

X-MAC, an asynchronous duty-cycled MAC protocol for wireless sensor networks. X-MAC

avoids synchronization overhead, and hence it has higher energy-efficiency than synchronized

MAC protocols such as S-MAC. Additionally, X-MAC uses a series of short preamble packets

instead of an extended preamble, like B-MAC [4]. The short preamble packets carry the address

information of the destination node. As a result, non-destination nodes can go to sleep as soon

as they hear the first short preamble instead of remaining awake until the extended preamble

ends. Moreover, the destination node can reply with an ACK in between two successive short

preambles to stop the preamble and start the data transfer. Therefore, this strobbed preamble

approach saves energy and greatly reduces latency. Furthermore, X-MAC has a fixed preamble

size, and hence it can be readily adapted to the packetized radios that are emerging as the

standard in today’s sensor motes [24].

In X-MAC, every node wakes up periodically to send and receive packets. The interval between

two successive wake-ups is a cycle. X-MAC has a fixed cycle length for every node, yet each

node starts its duty cycle with an arbitrary offset. As a result, when a sender wakes up to

send a packet, the receiver may still be sleeping. Hence, the sender, from the time it wakes

up, starts sending short preamble packets with the receiver’s address information. In between

two successive preamble packets, the sender pauses to listen to the media. At some point, the

receiver wakes up and hears the preamble. The receiver sends an ACK back to the sender during

the pause between the two preambles. Note that the pause is shorter than the time that a node

needs to detect an ongoing transmission, hence only the receiver can access the channel during

the pause, while other nodes cannot interfere with the communication between the sender and

the receiver [24]. When the sender receives the ACK, it starts sending the DATA packet as the

receiver is ready to receive. If a node wakes up without any packet to send, it goes to sleep if

(1) the node hears an intended preamble packet, or (2) the node does not hear any transmission

for a fixed amount of time, which is defined as the active time of a node, Tactive, in a cycle.
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Since X-MAC is asynchronous, for each DATA packet that is successfully delivered, the

average communication time for the sender is T/2 plus the time to transmit a DATA packet

tDATA [24]. X-MAC also has collisions. When more than one sender wake up and start sending

their preambles at the same time, all the other nodes, including the receivers, cannot determine

the destination address information in the preambles. In this case, the senders will not stop

sending preambles until their next wake-up time. Hence, for each colliding DATA packet, the

average communication time for the sender is T [24]. For simplicity, in this paper we analyze

the throughput of slotted X-MAC. Hence, T , Tactive, tDATA, and other timing parameters in the

following analysis are in the unit of a time slot, τ .

A. Throughput Analysis

Define pf to be the probability of a collision when a node transmits a DATA packet in a cycle.

p = ps + pf (44)

We define (1) empty and empty to be the status of the queue when a node wakes up. Hence

the probability of having the queue ”empty” is π0 according to our proposed Markov model. (2)

free and busy to be the status of the channel, and (3) A to be the event that a node becomes

the only one winner of the contention, and B to be the event that a node becomes one of the

multiple winners in the contention (implying a collision). According to the Markov model

ps = Pr(A, free|empty) = Pr(A|free, empty) · Pr(free|empty) (45)

pf = Pr(B, free|empty) = Pr(B|free, empty) · Pr(free|empty) (46)

We solve for Pr(A|free, empty) and Pr(B|free, empty), and then determine Pr(free|empty).

Given a node has packets in its queue, and the channel is free when it wakes up, the node can

successfully transmit a DATA packet if (1) no other nodes in the network wake up at the same

time, or (2) some nodes wake up at the same time, but they have no packets to send. Hence,

Pr(A|free, empty) =
T∑
t=1

1

T
(
N−1∑
i=0

(
N − 1

i

)
(
1

T
)iπ0

i(
T − 1

T
)N−1−i) (47)

Similarly, given a node has packets to send in the queue, and the channel is free when it wakes

up, the node has a collision when transmitting a DATA packet if at least one other node in the
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network wakes up at the same time and has packets to send. Hence,

Pr(B|free, empty) =
T∑
t=1

1

T
(
N−1∑
i=1

(
N − 1

i

)
(
1

T
)i(

i∑
j=1

(1− π0)
jπ0

i−j)(
T − 1

T
)N−1−i) (48)

Pr(free|empty) is the probability of a free channel when a node wakes up with packets to

send in its queue. Since in X-MAC every node wakes up and sends packets with an arbitrary

offset to other nodes, the channel experiences the same probability to be free or busy in every

time slot. Hence, when a single node wakes up, no matter whether its queue is empty or not,

the node sees the channel with the similar probability of being free or busy. Therefore,

Pr(free) ≈ Pr(free|empty) (49)

This approximation is validated by comprehensive simulations using Matlab. Consequently, the

problem of determining Pr(free|empty) thus becomes the problem of determining Pr(free).

The probability Pr(free) of a free channel can be obtained if we know: (1) the average length

Efree of a free channel between two transmissions over the media, and (2) the average length

Ebusy of a busy channel between the two chunks of a free channel.

Pr(free) =
Efree

Efree + Ebusy

(50)

To calculate Efree, consider the time instant when a transmission ends and a chunk of free

channel begins (note that the length of a specific chunk of free channel could be zero). From

that time instant, the channel could be free for a certain number of cycles, say n cycles, until

in the n + 1st cycle, some node(s) start to transmit at the tth slot. The length of this chunk of

free channel is n · T + t , and the probability of this event Pfree(n, t) can be obtained as

Pfree(n, t) = πNn
0 ·

N−1∑
i=0

N−i∑
j=1

j∑
k=1

(
N

i

)
(
t

T
)iπ0

i

(
N − i

j

)
(
1

T
)j
(
j

k

)
(1−π0)

kπ0
j−k(

T − t− 1

T
)N−i−j

(51)

Therefore, the average length of a free channel between two transmissions over the media

Efree =
∞∑
n=0

T−1∑
t=0

(nT + t) · Pfree(n, t) (52)

Similarly, if the channel is free for n cycles and t slots, the probability that a transmission is

successful is P suc
busy(n, t), and the probability that a collision occurs is P col

busy(n, t).

P suc
busy(n, t) = πNn

0 ·
N−1∑
i=0

N−i∑
j=1

(
N

i

)
(
t

T
)iπ0

i

(
N − i

j

)
(
1

T
)j
(
j

1

)
(1− π0)π0

j−1(
T − t− 1

T
)N−i−j(53)
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P col
busy(n, t) = πNn

0 ·
N−2∑
i=0

N−i∑
j=2

j∑
k=2

(
N

i

)
(
t

T
)iπ0

i

(
N − i

j

)
(
1

T
)j
(
j

k

)
(1− π0)

kπ0
j−k(

T − t− 1

T
)N−i−j(54)

The average length Ebusy of a busy channel between the two chunks of a free channel can be

calculated as the average length of a successful transmission T/2+ tDATA times the probability

of a successful transmission, plus the length of a colliding transmission T times the probability

of a collision. Hence,

Ebusy =
∞∑
n=0

T−1∑
t=0

((T/2 + tDATA) · P suc
busy(n, t) + T · P col

busy(n, t)) (55)

Plugging (52) and (55) into (50), we obtain Pr(free). Then plugging (50) into (49), we obtain

Pr(free|empty). Plugging (47) and (49) into (45), and (48) and (49) into (46), the probability

ps for each node to successfully transmit a DATA packet and the probability pf for each node to

encounter a collision are solved as a function of the stationary probability π0 of the empty-queue

state. According to (44), the probability p for each node to transmit a DATA packet can also be

obtained as a function of π0. Let function g(·) describe the relationship between p and π0,

p = g(π0) (56)

Solving (8) and (56), the actual p and π0 under which X-MAC is operating for a given

scenario can be determined. Plugging in the actual π0 to (45), the probability ps for each node

to successfully deliver a DATA packet can be obtained. The throughput of X-MAC can therefore

be solved as follows according to (10) with a slight modification due to the time unit.

THR = N · (1− π0) · ps · S/(T · τ) (57)

B. Delay Analysis

According to (14)-(16), to calculate the delay of X-MAC, the probability p for each node to

win the contention and the stationary distribution π of the Markov model need to be determined.

p can be obtained by solving (8) and (56) together. Plugging the obtained p into (1)-(6), the

stationary distribution π of the Markov model can be solved. Therefore, the delay of X-MAC

can be obtained as described in Section 4.2 with a slight modification to (16).

DC = T · τ ·
∞∑
i=0

(i+ 1) · p · (1− p)i (58)
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C. Energy Consumption Analysis

Define an active period of a node in a cycle as Tactive time units, and assume a preamble

packet, a DATA packet, and an ACK packet take tpre, tDATA, and tACK time units to transmit,

respectively.

For a fully-connected network with N nodes, a node has a probability (1− π0) · ps of being

the sender of a successful DATA transmission, which takes on average T/2 + tDATA to finish.

During the T/2+ tDATA communication period, tDATA is used to send the DATA packet, while

the rest T/2 is used to periodically send preamble packets and listen to the ACK packets in

between every two successive preamble packets. Hence, T/2 · (tpre/(tpre + tACK)) is used to

send preambles packets and T/2 · (tACK/(tpre+ tACK)) is used to listen to the media. Therefore,

the energy consumed in this case E1 can be obtained as

E1 = (1−π0)·ps ·τ ·(T/2·(tpre/(tpre+tACK))·txp+T/2·(tACK/(tpre+tACK))·rxp+tDATA ·rxp)

(59)

Meanwhile, a node has a probability (1 − π0) · ps of being the destination of a successful

DATA transmission. In this case, the node has to receive a complete preamble packet for tpre,

send an ACK packet for tACK , and receive the DATA packet for tDATA. However, the receiving

node may wake up when the transmitting node is half way through sending a preamble packet

or listening for an ACK packet. As a result, the receiving node can only catch the next preamble

packet sent by the transmitting node. Therefore, on average the receiving node listens to the

media for (tpre+ tACK)/2 before it receives a complete preamble packet. The energy consumed

in this case E2 can be obtained as

E2 = (1− π0) · ps · τ · ((tpre + tACK)/2 · rxp+ tpre · rxp+ tACK · txp+ tDATA · rxp) (60)

Similarly, a node has a probability (1 − π0) · pf of being the sender of an unsuccessful

DATA transmission, implying at least one other node starts to send preambles at the same

time. In this case, no preamble packets can be correctly received, and hence the senders keep

transmitting preamble packets and listen to the media during the entire cycle T . Therefore,

T · (tpre/(tpre+ tACK)) is used to send preamble packets and T · (tACK/(tpre+ tACK)) is used to

listen to the media in between two successive preamble packets. The energy consumed in this

case E3 can be obtained as

E3 = (1− π0) · pf · τ · (T · (tpre/(tpre + tACK)) · txp+ T · (tACK/(tpre + tACK)) · rxp) (61)
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A node also has a probability (1− π0) · pf of being the destination of an unsuccessful DATA

transmission. If the node wakes up when the colliding preamble packets are half way through

transmission or when the colliding senders are listening to the media between two successive

preamble packets, the node cannot detect the collision until it hears the next colliding preamble

packets. Hence, on average the node keeps awake for (tpre + tACK)/2 + tpre before going to

sleep. The energy consumed in this case E4 can be obtained as

E4 = (1− π0) · pf · τ · ((tpre + tACK)/2 · rxp+ tpre · rxp) (62)

At last, there is a probability of 1− 2 · (1− π0) · (ps + pf ) that a node is not involved in any

data transmission in a cycle. The node goes to sleep if (1) it hears a complete preamble packet,

or (2) Tawake expires. In this case, the energy consumption E5 can be obtained as

E5 = (1− 2 · (1− π0) · (ps + pf )) · τ · rxp ·

(

Tactive−1∑
t=0

Pfree(0, t) · (t+ (tpre + tACK)/2 + tpre)

+(
T−1∑

t=Tactive

Pfree(0, t) +
∞∑
n=1

T−1∑
t=0

Pfree(n, t)) · Tactive) (63)

Overall, the energy consumption E of a node in a cycle can be obtained as

E = E1 + E2 + E3 + E4 + E5 (64)

The energy consumption per second P of an X-MAC node can be obtained according to (17).

D. Model Validations

To validate our proposed Markov model, we run the model under various X-MAC config-

urations and data arrival rates, and compare the estimations of throughput, delay, and average

energy consumption per second with the simulation results using Matlab. In the simulation,

(1) the network is fully-connected, (2) each node randomly selects one of its neighbors as the

destination for every packet, (3) the simulation time is 1000s, (4) all the results (throughput,

delay, and energy consumption) are averaged over 50 simulations, and (5) the cycle length T is

200ms. A time unit is 1ms. The active time in each cycle Tactive is 15. The time used to transmit

a preamble packet tpre is 3. The time used to transmit an ACK packet tACK is 1. The time used

to transmit a DATA packet tDATA is 5.

March 21, 2011 DRAFT



28

50 100 150 200 250 300
150

200

250

300

350

400

450

500

550

cycle length (ms)

th
ro

ug
hp

ut
 (

by
te

s/
s)

N=10 λ=1pkt/s Q=10

 

 

simulation
model

(a) Throughput.
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(b) Delay.
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(c) Energy consumption/s/node.

Fig. 7. X-MAC performance with different cycle lengths. (95% confidence interval is shown)
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(c) Energy consumption/s/node.

Fig. 8. X-MAC performance with different numbers of nodes in the network. (95% confidence interval is shown)
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(c) Energy consumption/s/node.

Fig. 9. X-MAC performance with different data arrival rates. (95% confidence interval is shown)

In all the simulations, the basic set-up is a fully-connected network with N = 10 nodes, a

cycle length of T = 200ms, a data arrival rate λ at each node of 1 packet per second, and a queue

capacity Q at each node of 10. For each set of simulations, we vary one of these parameters

and investigate the throughput, delay and average energy consumption per second for X-MAC.

The 95% confidence interval of the simulation results are also shown in the following figures.

Fig. 7 shows the performance results under varying cycle length T from 50ms to 300ms. Fig. 8

shows the performance results varying the number of nodes N in the network from 5 to 40. Fig.

9 shows the performance results under varying data arrival rate λ from 0.5 packets per second

to 2.5 packets per second. From these figures, we can see that our analytical results using the
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Markov model match the simulation results.

In Fig. 7a, as the cycle length increases, the throughput of X-MAC first remains the same as

the amount of input data, and then decreases as X-MAC can no longer deliver all the incoming

packets. Since X-MAC delivers at most one packet in a cycle, a longer cycle length leads to

lower throughput. In Fig. 8a, before X-MAC saturates, the throughput of X-MAC increases as the

number of nodes in the network increases. However, as the number of nodes increases further,

the throughput of X-MAC saturates and then shrinks slightly due to the increasing collisions. In

Fig. 9a, as the data arrival rate increases, the throughput of X-MAC first increases linearly, and

then remains the same when the queue at each node overflows. Since every node has a packet

to send whenever it wakes up, the contention in the network remains the same. Therefore, the

throughput of X-MAC does not change after saturation.

In Fig. 7b, when the cycle length is small, X-MAC can deliver all the incoming packets as soon

as they arrive in the network, hence the delay of X-MAC is nearly zero. However, as the cycle

length increases, X-MAC saturates and the queue at each node overflows. Both the contention

delay and queuing delay, and hence the total delay of X-MAC, increases in proportion to the

increase of the cycle length. In Fig. 8b, the delay of X-MAC remains very small before X-MAC

saturates, and then increases as the number of nodes increases. This is because the more nodes

in the network, the lower the probability for each node to transmit a DATA packet in a cycle,

and the higher probability that the node has a longer queue. Hence, the contending delay and

queuing delay of X-MAC increases. In Fig. 9b, the delay of X-MAC increases fast when X-MAC

transits from the unsaturated region to the saturated region. This is because the queue at each

node increases dramatically as X-MAC saturates. When the data arrival rates further increase,

the increase of the delay slows down, as the queue length approaches the queue capacity.

In Fig. 7c, the energy consumption of X-MAC decreases as the cycle length increases.

Although the energy consumed in data transmission increases as the cycle length increases,

all the nodes that are not involved in the DATA transmission go to sleep for a longer time as

the cycle length increases (the active period in each cycle is fixed). Since the energy savings

in longer sleeping is more than the energy consumption in longer data transmissions, the

energy consumption of X-MAC decreases as the cycle length increases. In Fig. 8c, X-MAC

has decreasing energy consumption as the number of nodes in the network increases. Since

X-MAC delivers at most one DATA packet in a cycle, more nodes in the network implies that
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Fig. 10. X-MAC performance optimization under different cycle lengths.

a higher percentage of nodes fails to access the media and goes to sleep without consuming

energy. Hence, the energy consumption of X-MAC decreases as the number of nodes increases.

In Fig. 9c, the energy consumption of X-MAC increases when X-MAC can deliver all the

incoming packets. Therefore, the more packets delivered, the higher energy consumption of X-

MAC. However, when X-MAC saturates and the queue at each node overflows, the higher the

data arrival rate is, the more packets are dropped by the queue. Since the contention in the

network and the number of packets that are finally transmitted by X-MAC remains the same,

the energy consumption of X-MAC is limited when X-MAC saturates.

E. X-MAC Optimizations

Our proposed Markov model and performance analysis can be used to optimize some protocol

parameters to achieve desirable performance. In this section, we show an example of optimizing

the cycle length of X-MAC in order to receive the most DATA packets in the lifetime of a

network. The number of packets received at each node can be obtained by (43). Fig. 10 shows

the number of packets a node can receive during its lifetime under different cycle lengths. Our

model gives accurate prediction to the simulation results. For a fully-connected network with 10

nodes, if the data arrival rate is 1 packet per second at each node and the queue capacity is 10,

the optimal cycle length is 150 in order to receive the most DATA packets at each node.

VII. DISCUSSIONS

A. Model Extensions

The proposed Markov model and performance analysis assumes no retransmission, ideal

channels and a maximum of one DATA packet transmission and one DATA packet reception

per node per cycle. However, our model can be extended to support retransmission, non-ideal

channels and multiple packet transmissions/receptions per node per cycle.
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Specifically, to support R retransmissions, R + 1 layers of our proposed Markov model are

cascaded one after another, as shown in [8]. The R + 1 empty-queue states are merged to one.

Transition probabilities from one retransmission stage to the next higher level retransmission

stage can be described as a function of the probability pf of a DATA transmission failure

and data arrival information (Ai, A≥i, λ). In this case, π0 can be obtained as a function of the

probability ps for each node to successfully transmit a DATA packet and the probability pf of

a DATA transmission failure. In the performance analysis, (ps, pf ) is obtained as a function

of π0 according to the media access rules. Solving these functions between π0 and (ps, pf ),

the throughput, delay and energy consumption of the investigated protocol can be determined

following the calculations in Section III.

In terms of supporting non-ideal channels, our proposed Markov model works for deterministic

channels, which can be modeled as having a constant probability of packet loss pl. In the case

of no retransmissions, no modification is needed to our proposed Markov model, however, the

analytical throughput needs to be updated accordingly, by multiplying (1− pl) to equation (10).

For random channels, the similar average pl can be determined. However, randomness may incur

large estimation errors as the variance of the channel increases. Hidden terminals can also be

handled by our Markov queueing model. However, the function of p = g(π0) should consider

the existence of hidden terminals, as shown in [25].

Our Markov model can also be extended to handle more than one packet transmission/reception

per node per cycle. Given the maximum number M of packets that can be transmitted per cycle,

transition probabilities from one state to another need to be updated as (1) the queue length

could be reduced by up to M packets in a cycle, and (2) the queue length could be increased

to up to Q packets in a cycle. Also, since more than one DATA packet can be transmitted in

a cycle, the calculation of p = g(π0) changes accordingly (e.g., see the discussion of T-MAC

in the next subsection). Solving π0 = f(p) obtained from our Markov model, and p = g(π0)

obtained from the media access rules, p and π0 can be determined, and the performance of the

investigated protocol can be obtained.

B. Applying the Proposed Methodology to Other MAC Protocols

Our proposed Markov model and performance analysis methodology can be applied to not only

S-MAC and X-MAC, but also other variations of duty-cycled MAC protocols. Here we briefly
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show a few examples of using our method to model different duty-cycled MAC protocols.

Among synchronized MAC protocols, T-MAC [6] greatly improves the throughput and delay

of S-MAC by allowing more than one communication pair to send a DATA packet one after

another within a cycle. This can be done by allowing every node to contend for the media

after one pair of nodes in the network finishes a DATA transmission. To support T-MAC, our

proposed Markov model remains the same. If a maximum of M packets can be transmitted

within a cycle, the probability p for each node to transmit a DATA packet is the summation of

the probability of being the 1st contention winner in a cycle and the probability of being the

2nd contention winner in a cycle, until the probability of being the M th contention winner in a

cycle. Those probabilities can be obtained similarly to obtaining p for S-MAC. Once p = g(π0)

is obtained, the performance of T-MAC can be obtained by following the throughput, delay and

energy consumption analysis in Section IV.

Based on T-MAC, the authors in [26] proposed ADV-MAC, which improves the energy

consumption while keeping the high throughput and low delay of T-MAC. ADV-MAC introduces

an advertisement period between the synchronization period and the data period in each cycle.

In the advertisement period, every node with a packet to send broadcasts an ADV packet with

its ID and its destination’s ID. Hence, nodes who will not be involved in the data transmission

in the data period can go to sleep directly. When the data period starts, a node with a packet

to send will contend for the media by sending an RTS packet. The winner will start a DATA

transmission, and the other nodes will sleep until the winner finishes its DATA transmission, and

resume contending for the media. For ADV-MAC, the calculation of p as a function of π0 is the

same as T-MAC in a fully-connected network. However, the energy consumption of ADV-MAC

is less then T-MAC, as nodes go to sleep when they have no packet to send/receive, or they are

waiting for the contention winners to finish DATA transmissions.

For asynchronous duty-cycled MAC protocols, our proposed Markov model and performance

analysis methodology can be applied to various protocols, such as CMAC [27], MX-MAC [28],

and SpeckMAC [7]. CMAC is similar to X-MAC in terms of media access rules. It also has

certain data routing function. Hence, for a fully-connected network, CMAC and X-MAC share

the same Markov model and performance analysis.

Similar to X-MAC, in MX-MAC, instead of using preamble packets, a node sends DATA

packets periodically until the receiver wakes up, receives the DATA, and then sends back an
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ACK. Hence, the throughput and delay of MX-MAC can be obtained in the the same way as

X-MAC using our proposed Markov model and performance analysis in Section VI. However,

the energy consumption of MX-MAC can be obtained from the energy consumption of X-MAC

by (1) making the length of a preamble packet the same as the length of a DATA packet, and

(2) removing the energy consumed by the DATA packet transmission and reception in X-MAC,

as preamble packets are DATA packets in MX-MAC.

SpeckMAC is similar to MX-MAC, except that an ACK is not required after the receiver

successfully receives a DATA packets. Again, SpeckMAC and X-MAC use the same Markov

model, and their throughput and delay can be obtained in the same way. The energy consumption

of SpeckMAC can be further modified based on the energy consumption of MX-MAC by

removing the energy consumed by listening for ACKs and sending an ACK.

Our proposed Markov model and performance analysis methodology may also be used in

multi-channel duty-cycled MAC protocols. For example, [29] proposes a middleware between

the MAC layer and the PHY layer. The middleware can be integrated with existing single-channel

MACs, in order to dynamically share the spectrum for parallel communication. A receiver node

wakes up once in a cycle, listens to the broadcast channel (for control messages), to the unicast

channel (for DATA transmission) and to the candidate unicast channel (for channel hopping),

alternatively. In this case, the cycle length for DATA transmission (3 times the real cycle length

of the node) should be used in our Markov model and performance analysis. Meanwhile, the

throughput obtained from our performance analysis should be multiplied by the frequency reuse

gain, created by the multi-channel parallel communications.

Generally, our proposed performance analysis methodology includes 4 steps, (1) using the

proposed Markov queuing model to obtain π0 = f(p), (2) obtaining p = g(π0) according to the

media access rules of the investigated MAC protocol, (3) solving π0 = f(p) and p = g(π0) to

obtain p and π0 , and (4) using p and π0 to calculate throughput, delay and energy consumption

of the investigated protocol.

VIII. CONCLUSIONS

In this paper, we propose a Markov queueing model for duty-cycled nodes in wireless sensor

networks, and then using the proposed model we analyze the throughput, delay, and energy

consumption of duty-cycled MAC protocols with applications to S-MAC and X-MAC. Our
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Markov model together with the performance analysis can (1) well estimate the throughput, delay

and energy consumption for both synchronized and asynchronous duty-cycled MAC protocols,

hence saving time by not requiring massive simulations to evaluate protocol performance, and

(2) provide flexibility to achieve complex performance requirements by optimizing the protocol

parameters. Another contribution of this work is that our proposed Markov queing model and

performance analysis is the first to generalize synchronized and asynchronous duty-cycled MAC

protocols for wireless sensor networks. Hence, it can be used to evaluate the performance of

not only S-MAC and X-MAC as we illustrated in the paper, but also other existing or new

synchronized/asynchronous duty-cycled MAC protocols, as shown in the Section VII. We show

two examples (S-MAC and X-MAC) of how to apply our proposed Markov model to analyze the

performance and optimize the protocol parameters. Comprehensive simulation results validate

our model under various network conditions and application requirements.
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