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Abstract

Radio-frequency identification (RFID), which uses radio-frequency electromag-

netic fields to transfer data between an RFID reader and RFID tags in order to

identify and track objects, has been widely deployed in recent years. RFID sys-

tems have the advantages of low cost, easy deployment and high design flexibility,

and hence are used for access control, commercial tracking, toll collection and

asset management. Compared to other identification methods such as bar codes

and QR codes, RFID tags can be accessed without a line of sight, which increases

the flexibility of ID tracking.

One of the key limitations for RFID technology is coverage. An RFID system

with better coverage can access more tags in a larger area with fewer RFID read-

ers, which leads to lower cost, less access delay and higher tag access efficiency. My

research begins with an investigation of the coverage problem for passive RFID

tags. Due to the limitations of the transmission power, the coverage is limited.

I developed and implemented a range extension approach for passive RFID tags

using devices called edge devices (ZigBee-based, battery-powered, low-power read-

ers). With the help of edge devices, the coverage of a single RFID reader can be

doubled. Also, multiple edge devices can work cooperatively to further extend the

coverage area.

Another challenge in RFID system design is the MAC (Media Access Control)

protocol. Due to some hardware limitations, most RFID systems are designed to

use a contention based MAC protocol, which leads to high collisions, low fairness
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and low scalability. I proposed a token based RFID MAC protocol called Token-

MAC to address these issues. Token-MAC can achieve a higher tag rate than

contention based protocols. Also, Token-MAC can provide higher fairness perfor-

mance, and it increases the scalability of the RFID system as well. I implemented

the Token-MAC protocol in a programable RFID tag and evaluated the perfor-

mance of Token-MAC. I also compared the performance of Token-MAC with a

TDMA approach and the standard RFID protocol called C1G2 in experiments

and through simulations.

As passive RFID tags can be powered by an electromagnetic field, it is pos-

sible to use these devices to build a wake-up radio for Wireless Sensor Networks

(WSNs). Passive wake-up radios can greatly increase the operational lifetime for

a wireless sensor node by eliminating idle listening, when the node is awake but

not transmitting or receiving data. However, due to the limited amount of energy

harvested by an RFID tag, the limited wake-up range is a problem for passive

wake-up radio sensor nodes. Most passive wake-up radio receivers can only work

with a wake-up distance much shorter than the communication range. In this the-

sis, I present a passive wake-up radio design for Wireless Sensor Networks with

extended wake-up range. This wake-up radio utilizes a high efficiency power har-

vesting receiver, a low power wake-up trigger circuit, and a wireless sensor node

to build a passive wake-up sensor node called a REACH-Mote.

Furthermore, due to the high efficiency power harvesting receiver and the

compact RFID transmitter, it is possible to build a sensor node that operates

using the energy obtained from the power harvester rather than from a battery

and utilizes the harvested energy to transmit energy to nodes further away, waking

up a second level of nodes. This potential network topology may lead to a new

design in wireless sensor networks.

In summary, I have developed 1) an RFID range extension method using edge

devices that improves the coverage of RFID systems; 2) Token-MAC, an RFID
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MAC protocol that improves the performance of the RFID system; 3) passive

wake-up radio sensor nodes called REACH-Mote and REACH2-Mote designed

for wireless sensor networks; and 4) a multi-hop passive radio wake-up sensor

node. These designs improve the performance of RFID systems and wireless

sensor networks, enhancing the network stability, throughput and lifetime and

enabling new applications of RFID systems and wireless sensor networks.
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1 Introduction

Wireless communication technology has experienced a boom in the last decade,

mainly through the introduction and mass adoption of cell phones and WiFi.

Additionally, other types of wireless systems, including RFID systems and wireless

sensor networks, have developed substantially in recent years. The development

of these systems, as well as advances in energy harvesting technologies, with a

focus on eliminating the need for batteries in the devices, have given rise to a

host of potential applications, such as the Internet of Things (IoT) [1], wearable

devices [2] and body-area networks [3].

1.1 RFID Systems

Radio Frequency IDentification, or RFID, is a generic term for technologies that

use radio waves to identify people or objects [5]. Most common is to store the

identification on a microchip that is attached to an antenna (the chip and the an-

tenna together are called an RFID tag). The antenna enables the chip to transmit

the identification information to a reader. The reader receives and processes the

radio waves from the RFID tag and obtains the identification information. RFID

systems generally are composed of RFID readers and RFID tags, which are either

active, using a battery to operate [6], or passive, using energy harvested from the
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reader [7]. Using passive RFID tags has the advantage of not requiring batteries

on the tag, which leads to a nearly infinite lifetime for the tags. However, the

communication abilities of passive RFID tags are limited and unstable, as this

depends on the energy received by the tags, which itself is determined by the dis-

tance between the tag and the RFID reader, differences in tag design, and slight

differences in the manufacturing of the tags. Moreover, as some antennas of RFID

readers and tags are not omnidirectional, the orientation of the tags as well as the

orientation of the RFID reader antenna may impact the communication abilities.

Nevertheless, passive RFID systems are widely used in inventory management,

object tracking and access control.

In an RFID system composed of passive RFID tags, RFID readers emit elec-

tromagnetic energy to power the tags as well as to send commands to the tags.

RFID tags, which store the identification information, are powered by the energy

radiated from the RFID readers and respond to commands accordingly. In prac-

tice, passive ultrahigh frequency (UHF) RFID readers and tags are designed to

communicate in the frequency band from 860 MHz to 960 MHz [8]. UHF RFID

systems have a reasonable access range (on the order of 3-30 m) while at the same

time supporting tags that cost less than $0.10. Thus, UHF RFID systems are

currently being used in a wide range of applications [9] [10].

1.2 Challenges for RFID Systems

For different applications, the requirements for the RFID system are different.

For example, in an inventory management application, the time to access all

tags attached to the merchandise is very important. On the other hand, in the

application of an electronic toll-collection system such as E-Zpass [11], the delay

between when a new tag enters the network and the reader detects this new tag

is crucial. In general, the following are the most significant metrics for evaluating
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the performance of RFID systems [12]:

• The maximum range of tag access (i.e., the read range). This metric repre-

sents the coverage capability for the RFID system. A system with a long tag

access range can cover more area for tag access (e.g., for inventory tracking),

and thus can track more assets with fewer RFID readers and can provide

more alerts in an access control system.

• Tag rate, which represents the number of tags that can be read in a unit

time. This metric describes the achievable throughput of the system. A

good throughput enables the RFID reader to access multiple tags within

a small amount of time. This metric is important for inventory checking

applications, as an RFID system with high tag rate can access more tags

in the same amount of time as a system with low tag rate. Also, this

metric is crucial for continuous identification applications, where the tags

are continuously tracked by the RFID reader. A high tag rate can increase

the resolution of the target tracking without missing any important tag

reads.

• Fairness, which specifies the relative tag read rate of multiple tags. For

most applications of RFID systems, it is important for tags to share channel

access equally so that the RFID reader can access all of the tags within its

read range. Fairness is especially important for a dense network, in which

some tags are more likely to capture the channel and prevent the access

to some other tags. Also, fairness is important for some applications like

RFID sensing [13], where the tag send its ID as well as sensed data, such as

temperature, humidity and velocity, to the RFID reader. Good fairness can

assure all tags have a fair chance to send data back to the reader.

• The time delay between when a new tag enters the network and the reader

detects this new tag. This metric is especially important when there are
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mobile tags in the network. An RFID system that requires a long time to

detect a new tag is more likely to miss detecting a tag with high velocity.

A well designed MAC protocol should ensure a low delay to detect a new

tag without compromising on tag rate. Furthermore, the delay should not

increases significantly as the number of tags in the system increases.

It is difficult to build an RFID system with good coverage, high tag rate, good

fairness and low delay between when a new tag enters the network and the reader

detects this new tag, as there are some hardware/protocol limitations that need

to be overcome to meet these goals.

Good coverage can be achieved by increasing the transmission power. How-

ever, the United States Federal Communications Commission (FCC) limits the

maximum transmit power of an RFID reader [32]. Most RFID readers transmit

at the maximum allowable power to achieve as much coverage as possible. An-

other solution to increase the coverage of RFID systems is applying multiple RFID

readers or multiple RFID antennas. However, both of these solutions increase the

cost of the system as well as increasing the complexity in system deployment.

High tag rate, good fairness and low delay in detecting a new tag can be

achieved by a well designed MAC protocol. Generally, a carrier sense multiple

access (CSMA) approach can achieve very high throughput and steerable low

delay in detecting new devices. On the other hand, a time-division multiple access

(TDMA) approach can guarantee good fairness for channel access for the devices.

However, due to some hardware limitations, neither approach can be utilized

directly in RFID systems. Tags cannot detect communication from other tags,

due to the low antenna gain (the size of the tags is limited) and lower transmission

power of the tags (the power consumption of the tag is limited by the power

harvested by it), which means that carrier sensing is not possible, and hence CSMA

cannot be used. Additionally, the unstable power supply of the tags causes issues

with time synchronization, and hence TDMA is difficult to implement. RFID
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standards such as the ISO 18000-6C, also know as Class 1 Generation 2 UHF Air

Interface Protocol (C1G2 protocol) [44], define mainly contention-based MAC

protocols. Since tags contend to control the channel to transmit packets back

to the readers, the collisions increase with an increase in the number of tags in

the network. Also, the capture effect occurs when a few tags are located closer

to the reader than others, as those closer to the reader will harvest more energy

and transmit with high energy. Therefore, it is another main challenge to build a

MAC protocol that will provide good performance in terms of tag rate, fairness

and delay.

1.3 Contributions: RFID systems

This thesis aims to extend the access range of RFID systems by developing an

RFID system that consists of multiple ZigBee-based, battery-powered, low-power

readers, which we call edge devices. These edge devices work cooperatively with

the main RFID reader, which we called the base station, to extend the access range

of the RFID system. Additionally, we propose Token-MAC, a new MAC protocol

for UHF passive RFID systems that aims to ensure multiple tags are accessed by

the reader efficiently to achieve high tag rate, good fairness, and low tag detection

delay, even in the presence of a large number of tags. The contributions of my

research in RFID systems include:

RFID Range Extension with Low-power Wireless Edge Devices

• Design of low-power wireless edge devices to cooperate with the base station.

The edge devices are designed to be battery powered and communicate with

the base station via Zigbee. Since no wires are needed, it is easy and fast

to deploy the RFID system with range extension. Also, the cost of the edge

device is lower than a typical RFID reader, so that the entire system will cost

less than using multiple readers to achieve a similar coverage. Furthermore,
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this approach is scalable. Multiple edge devices can work cooperatively to

extend the coverage.

• Implementation of the hardware of the edge devices as well as the base sta-

tion. I evaluated the performance of the system in terms of range extension

through field tests. I optimized the deployment of edge devices to maximize

the range extension.

Token-MAC Protocol

• Development of a new RFID MAC protocol, Token-MAC, to achieve high

tag rate, good fairness and low detection rate by reducing the probability

of collisions in a token based protocol. Token-MAC uses different kinds

of tokens to control the communication between the reader and the tags,

where tokens with different functions are either allocated by the reader or

generated by the tags.

• Implementation of Token-MAC on 4 WISP programmable passive RFID

tags. I evaluated Token-MAC by comparing the performance of Token-MAC

to that of the standard C1G2 protocol as well as a TDMA approach.

• Using implementation results, derived energy harvesting and communication

models for simulations.

• Exploration, through simulations, of the behavior of Token-MAC, C1G2 and

a TDMA protocol for a large number of tags as the distances between the

tags and the reader vary.

1.4 Wireless Sensor Networks

A wireless sensor network (WSN) consists of distributed sensor nodes that monitor

physical or environmental conditions [14], such as temperature, sound, video, etc.
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and pass the data they collect through the network to a data sink. A sensor

node is typically composed of one or more processing units to process the data;

memory to store the data before transmission; different types of sensors to sense

the data; a power source such as a battery or an energy harvesting system, and a

wireless communication transceiver. Nodes generally operate as an ad hoc network

to transmit data back to the base station [15]. There are many areas that can

benefit by using such sensor networks, such as:

• Military applications such as battlefield surveillance and enemy tracking.

Elimination of the need for the hard/impossible to set up fixed infrastructure

makes sensor networks a perfect solution for such applications [16] [17].

• Sensing the environment in an extreme or dangerous environment, such as

an active volcano. Sensor nodes can be deployed remotely (e.g., dropped

from an airplane), and they can build a self-organized network to collect

seismic and infrasonic (low-frequency acoustic) signals in order to predict

the potential volcano activity [18] [19].

• Healthcare monitoring using wireless sensors to build body sensor networks.

The low power, flexible and compact design of sensor networks enable ease

of deployment for a body sensor network [20] [21].

• Internet of Things, in which objects are uniquely identifiable by their vir-

tual representations, will be easy to develop using wireless sensor networks,

since they provide additional sensor information as well as identification and

location information [22] [23].

1.5 Radio Wake-up

One of the most important challenges for WSNs is network lifetime [24]. Most

WSN nodes are battery powered, which leads to limited network lifetime. Due to
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the constraints of size/cost, the batteries attached to the sensor nodes can provide

only limited energy. It is a challenge to either improve the efficiency of utilizing

this limited energy or to increase the battery capability to provide an extended

lifetime for WSNs. Duty cycling [25] [26], which puts the sensor node into the

idle/sleep state when it is neither sensing the data nor transmitting the data, is

widely used in WSNs to prolong the network lifetime. However, this approach

requires accurate time synchronization between sensor nodes [27]. Also, duty

cycling trades the performance of data delivery delay for network lifetime [28],

which is not a beneficial trade-off for some delay sensitive applications.

Wake-up radio is another approach to increase network lifetime without trad-

ing the performance of delay by utilizing passive RF wake-up radio hardware [29].

However, the wake-up range of passive RF wake-up radios is much shorter than

the communication range, which limits the performance of passive wake-up radios.

Also, the power consumption of passive radio wake-up transmitters is high. It is a

challenge to support a wake-up transmitter on a sensor node to build a multi-hop

wake-up radio sensor network.

Energy harvesting is an approach that increases the battery capability in order

to prolong the network lifetime, through re-charging the battery/capacitor by

capturing energy from the environment [30] [31]. Theoretically, energy harvesting

systems can increase the network lifetime to infinity. However, the non-stable

amount of energy harvested and the high cost for the additional hardware increase

the total cost of network deployment.
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1.6 Contributions: Radio Wake-up and Energy

Harvesting

This thesis aims to design a novel long range radio wake-up system with RFID

technology to achieve a low latency, long network lifetime wireless sensor network.

Moreover, an energy harvesting system may also be applied to the sensor node

to utilize the energy of the wake-up radio to re-charge the sensor node. The

contributions of my research in radio wake-up and energy harvesting include:

Wake-up Radio

• Design and implementation of a long range wake-up radio based on RFID

technology, called REACH-Mote, to increase network lifetime, increase net-

work stability, and decrease transmission latency of the sensor network. The

wake-up radio circuit is designed to consume low energy while it is inactive

and can be controlled by the sensor node.

• Building a range improved REACH-Mote called REACH2-Mote, to increase

the wake-up range by lowering the wake-up requirement of the sensor mote.

• Design of a multi-hop radio wake-up system utilizing RFID technology and

the REACH-Mote. I have developed a multi-hop wake-up radio sensor node,

called MH-REACH-Mote to achieve even lower latency in a multi-hop net-

work scenario.

• Creation of a simulation model for the REACH-Mote and REACH2-Mote

wake-up radio sensor nodes. I utilize this model to run simulations to de-

termine the performance of these two approaches.

• Implementation and evaluation of the performance of both single-hop long

range radio wake-up sensor nodes (REACH-Mote and REACH2-Mote) and
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multi-hop radio wake-up sensor networks (MH-REACH-Mote) through field

tests.

1.7 Thesis Organization

This thesis is organized as follows. The thesis begins in Chapter 2 by exploring

the related research and products available for RFID range extension, RFID MAC

protocols, radio wake-up and energy harvesting. Chapter 3 describes the detailed

design of RFID range extension using EDGE devices, providing a description of the

basic concept, hardware implementation and performance evaluation. In Chap-

ter 4, Token-MAC, an RFID MAC protocol, is introduced, along with hardware

experimental results, simulation results and analysis. This thesis explores long

range radio wake-up, the REACH-Mote, REACH2-Mote as well as energy har-

vesting design in Chapter 5. The design and evaluation of the multi-hop wake-up

mote, MH-REACH-Mote, is provided in Chapter 6. Finally, Chapter 7 concludes

the thesis.
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2 Related Work

2.1 RFID Range Extension

Several methods have been developed to achieve range extension beyond what

is possible with a single RFID reader. These methods can be broadly divided

into two categories: 1) increasing the number of antennas, and 2) increasing the

number of readers. These two approaches can both achieve access range increases

with some cost.

2.1.1 Range Extension Based on Multiple Antenna

The CS468 16-Port RFID Reader [37] is one example of a reader that achieves

range extension using multiple antennas. This RFID reader can support up to 16

antennas. Each antenna can cover the same area within its access range. Thus,

this system can achieve high overall area coverage. One problem for this system is

the difficulty in deployment. Deploying 16 antennas with coaxial cables is not easy

in an inventory management scenario. Furthermore, although the attenuation of

the coaxial cable is low, the signal and power lost through long distance power

transmit in the coaxial cable is not negligible. Scalability is another problem,

as the antenna port designed on an RFID reader limits the maximum area the
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system can cover. Other range extension solutions through increasing the number

of antennas [38] [39] [41] also have similar limitations in terms of latency, difficulty

in deployment and poor scalability.

2.1.2 Range Extension Based on Multiple Readers

Another solution for range extension is deploying multiple readers in the reading

area. A multiple reader solution can provide more flexibility in deploying devices,

as it is not constrained by the attenuation of the coaxial cable. However, one big

issue in the multiple reader scenario is the interference between readers. Zhou

et al. [40] proposed a slotted scheduled tag access method in a multiple reader

scenario to reduce the possibility of reader interference at the expense of added

complexity. Also, an additional reader increases the cost of the entire system in

order to cover the area. Finally, there is some work that focuses on the collisions

when multiple readers work cooperatively [43], but this work simply identifies the

appropriate distance to place different readers from each other.

2.1.3 Range Extension Based on Zigbee Module

Bellantoni proposed a ZigBee-Enabled RFID Reader Network [42]. The idea of

this work is to attach a ZigBee module to a standard RFID reader so that it

can communicate with a control computer directly. The design can build a self-

sufficient, battery powered Distributed Autonomous Reader Network (DARN)

that can achieve flexiblility in the deployment of the RFID reader. However, this

work mainly focuses on building a ZigBee based network rather than increasing

the RFID access range. Furthermore, this work does not provide any evaluation

of the system, so we cannot determine the performance of their proposed system.

Neither RFID range nor system lifetime are analyzed, and use of multiple readers

will increase the system cost dramatically.
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2.2 RFID MAC Protocols

Several studies propose MAC protocols for RFID systems. These approaches

can be broadly divided into two categories: contention-based approaches such as

ALOHA, slotted ALOHA and carrier-sense multiple access (CSMA), and time

division multiple access (TDMA)-based approaches.

2.2.1 Listen Before Talk Protocol on RFID Systems

Listen-Before-Talk (LBT) [54] [55] is a multiple access scheme that is based on

CSMA, requiring all readers and tags to “listen” to the channel before transmitting

data. If the channel is sensed idle, the reader begins reading tags, otherwise, it

waits for a certain amount of time. However, carrier sensing does not solve the tag

collision problem. In most cases, a passive RFID tag cannot receive packets from

other tags due to the limitations of the antenna gain and the power of the tags’

transmitted signals. That is the reason why LBT, which is the MAC protocol in

the ETSI RFID standard EN 302 208 [56], is only used at the reader to detect

unoccupied sub-bands prior to transmitting.

2.2.2 TDMA-based Approach

Simplot-ryl et al. propose a hybrid protocol to solve the collision problem [57].

The protocol is a TDMA-based algorithm and assumes that the number of tags

is known in advance, since the algorithm allocates a slot for each tag based on

the number of tags. This protocol can lead to good performance in a static RFID

system. However, information about the number of tags is generally not known

a-priori, and the TDMA approach requires strict synchronization for each tag. If

a tag fails to receive the synchronization signal due to low energy or the movement

of the tag, the TDMA approach will fail. In this thesis, we implement and present
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performance results for a dynamic TDMA protocol that can support a varied and

unknown number of tags as a comparison to our RFID MAC protocol, Token-

MAC.

2.2.3 Standard C1G2 Protocol

The contention-based MAC protocol of C1G2 is based on Framed Slotted ALOHA [52].

Each frame has a number of slots, and each tag replies to a reader “Query” mes-

sage in a randomly selected slot. The number of slots in a frame is determined

by the reader and can be varied on a per frame basis by announcing the number

of slots in the Query message. When this protocol is used in a dense network,

the collision probability is extremely high and the throughput is low. Also, C1G2

suffers from the capture effect, where one or more powerful tags (due to their dis-

tances to the reader or manufacturing differences) may capture the channel and

prevent the weaker tags from replying. We also implement C1G2 and compare its

performance to Token-MAC in this thesis.

2.2.4 Round Based Protocol

Kalinowski et al. provide a simulation-based evaluation of round-based tag access

algorithms such as polling or TDMA, and ALOHA-based algorithms [58]. Their

work shows that ALOHA does not work well in dense networks, and the round-

based methods perform better. However, their evaluation assumes that the energy

of the tags is sufficient for continuous operation. In reality, we will show in our

experiments that the energy supply is not stable, and a passive RFID tag may

only be able to reply once it accumulates enough energy. This would result in the

passive RFID tag possibly not being active in the frame during its assigned slot

time for round-based methods, as we will demonstrate.
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2.3 Radio Wakeup and Energy Harvesting

Reducing the energy dissipation of the sensor nodes is an important goal in the

design of wireless sensor networks (WSNs). Duty cycling is one approach to

reducing energy dissipation, where the radio is periodically turned off to save

energy that would be wasted on idle listening. However, as communication can

only occur when the transmitter and receiver nodes are both awake, the duty

cycles must either be synchronized or the nodes waste energy in idle listening

waiting until both nodes are awake.

2.3.1 MAC for Sensor Network

Both synchronized protocols and asynchronous protocols have been developed for

conventional wireless sensor networks to support duty cycling. Synchronized pro-

tocols such as S-MAC [73] and T-MAC [74], negotiate a schedule between sensor

nodes so that the nodes can wake up at the same time to communicate. Asyn-

chronous protocols such as B-MAC [75], WiseMAC [76] and X-MAC [77], also

known as low power listening protocols, apply preamble sampling to establish

communication between the sender and the receiver. Both synchronized protocols

and asynchronous protocols need to wait until both nodes are awake before com-

munication can begin, which wastes energy from the battery and increases the

transmission delay. Increasing the wake-up/sleep ratio can improve the latency

performance at the expense of wasting more energy due to unnecessary wake-ups.

Thus, it is difficult for duty cycling protocols to achieve both energy efficiency

and low latency.
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2.3.2 Active Wakeup and Semi-passive Wake-up Radios

Active wake-up radios utilize low power wake-up circuits for the wake-up receivers

(WuRxs), which are powered by the batteries of sensor nodes. Thus, the energy

consumption of these wake-up circuits are critical for determining the energy per-

formance of the active wake-up sensor network. Doorn et al. [79] proposed a 96µW

wake-up circuit and Le-Huy developed a WuRx circuit that consumes 17.8µW [80]

to achieve a low power wake-up. The energy costs of active wake-up radio receivers

are decreasing continuously. The wake-up circuits proposed in [81] and [82] only

consume 2.4µW and 0.27µW by using integrated circuits, respectively. However,

as all these active wake-up receivers only achieve a wake-up sensitivity of −50dBm

to −60dBm, compared to a −95dBm sensitivity for conventional sensor nodes,

the wake-up range of these active wake-up circuits is much shorter than the com-

munication range of sensor nodes. Pletcher et al. [71] proposed an active wake-up

receiver that achieves a −72dBm sensitivity with an energy cost of 52µW , and

Petrioli et al. [78] proposed a discrete components wake-up receiver with −85dBm

sensitivity with 1.2mW energy consumption. These two approaches provide a de-

cent wake-up range for sensor network applications. In this work, we will compare

our passive wake-up approach with Pletcher’s work through simulations, as it of-

fers a good range as well as low energy consumption.

2.3.3 WISP-Mote

Wireless Identification and Sensing Platform (WISP) is a research project of Intel

Research Seattle assisted by the University of Washington [85]. WISP is a battery-

less device that harvests power from a standard off-the-shelf RFID reader and uses

this to respond to the reader. The harvested energy operates a 16-bit ultra-low

power MSP430 microcontroller that can perform a variety of computing tasks,

such as sampling sensors and reporting this data back to the RFID reader [86].
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WISP is an open source, open architecture EPC Class 1 Generation 2 RFID

tag that includes a light sensor, a temperature sensor, a strain gauge and an

accelerometer [87]. Also, WISPs can write to flash and perform cryptographic

computations.

2.3.4 Passive Wake-up Radio Design

Passive wake-up radios, which are the focus of my research, do not rely on the

nodes’ battery power supplies while awaiting a wake-up signal from the wake-up

transmiter. Sensor nodes that employ passive wake-up receivers tend to have

longer lifetimes but shorter communication range compared with sensor nodes

that employ active wake-up receivers. There are a few existing approaches in the

literature for passive wake-up radios. In our previous work [67] [70], we proposed

two single-hop passive wake-up motes: WISP-Mote and EH-WISP-Mote. WISP-

Mote is a combination of a an Intel WISP [85] and a Tmote Sky sensor node [70].

Whenever the WISP harvests enough energy from the transmitter radio, it sends

a pulse to wake up the Tmote Sky from the sleep state. The WISP-Mote can be

awakened by an Impinj RFID reader [88] at a maximum distance of approximately

4m. Moreover, simulations show the potential advantages of the WISP-Mote over

duty cycling in terms of delay, collision, overhead, energy efficiency and protocol

complexity [89]. Based on the design of the WISP-Mote, we developed the EH-

WISP-Mote, which uses a parallel harvesting circuit, in order to extend the wake-

up range. Implementation results show that the EH-WISP-Mote can reach 5.1m

for the wake-up range at a height of 30cm above the ground, 1.3m further than

the WISP-Mote’s maximum wake-up range, representing a 20% improvement in

the maximum wake-up range performance [67]. All of these represent a promising

approach for passive wake-up of the sensor nodes.
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2.3.5 Multi-hop Wake-up Radio Receiver

Some recent research has focused on WuRx usage in multi-hop WSNs. However,

only a few active WuRx studies present results drawn from WuRx hardware im-

plementations. The research involving passive WuRx usage in multi-hop WSNs is

based on theory and simulations. For example, Zhang et al. [107] focus on active

wake-up, and build a multi-hop wake-up WSN equipped with a 123µW WuRx.

The use of a WuRx over a duty-cycling system improves the latency and life-

time of a multi-hop enabled WSN [107]. Ruzzelli et al. [108] propose a multi-hop

WSN capable of using RFID readers and tags to achieve radio wake-up. However,

the evaluation concentrates primarily on simulation results, and does not include

any results from hardware implementations. To the best of our knowledge, the

MH-REACH-Mote is the first reported complete implementation of a multi-hop

passive radio wake-up device equipped with both a WuTx and a passive WuRx.

2.3.6 Energy Harvesting

Energy harvesting can be used to extend a wireless sensor node’s lifetime without

increasing the device’s battery capacity. Energy harvesters capture energy from

ambient vibration, wind, heat, light or electromagnetic radiation, and convert this

into electrical energy. This energy can either be used to power an ultra-low power

MCU, or it can be stored in a supercapacitor or battery. Supercapacitors are

used when the application needs to provide large energy spikes. Batteries leak

less energy and are therefore used when the device needs to provide a steady flow

of energy [83]. The generated energy is usually very small and highly dependent

upon the size and efficiency of the generator, thus a good energy harvester system

must have very low internal loss of energy and good storage. For example, Am-

biMax is an energy harvesting circuit and a supercapacitor based energy storage

system for wireless sensor nodes [84]. Moreover, AmbiMax is modular and enables
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composition of multiple energy harvesting sources including solar, wind, thermal

and vibration.
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3 RFID Range Extension Using

EDGE Devices

3.1 Introduction

Radio-frequency identification (RFID) systems use RF electromagnetic fields to

communicate with tags for the purpose of identification. RFID systems are widely

used for managing assets and people, as well as for tracking inventory by attach-

ing tags to merchandise. RFID systems are generally composed of RFID tags,

which store the ID information, and an RFID reader, which transmits the elec-

tromagnetic energy to power the tags as well as to access or modify the tag ID

information. There are three types of RFID tags: passive tags, active tags and

battery-assisted passive tags. Among these three types of RFID tags, passive

RFID tags have the advantages of small size and low cost, and they have close

to zero maintenance. Because of these advantages, passive RFID systems have

been rapidly developed in recent years. In particular, passive ultra-high frequency

(UHF) RFID readers and tags communicate in the frequency band from 860 MHz

to 960 MHz, where the tags communicate by backscattering the radio waves they

receive from RFID readers. UHF RFID systems have a reasonable access range

while at the same time supporting tags that cost less than $0.10. Thus, UHF

RFID systems are currently being used in a wide range of applications.
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The maximum range of tag access (i.e., the read range) is a very important

metric for RFID systems, representing the coverage capability for the RFID sys-

tem [4]. A system with a long tag access range can cover more area for tag reads

(e.g., for inventory tracking), and thus can track more assets with fewer RFID

readers and can provide more alerts in an access control system.

There are several different features of an RFID system that affect the max-

imum access range. First, the transmit power of the RFID reader determines

the amount of energy that can be harvested by the tag. However, The Federal

Communications Commission (FCC), in part 15 of its regulations, limits the trans-

mit power in the UHF frequency band to 1 W. A typical UHF RFID reader is

likely to transmit power up to the legal limit. Second, the gain of the antenna

also affects the maximum access range. Different antenna can be used in differ-

ent applications, leading to various access ranges. Finally, different types of tags

attached to different objects will lead to different maximum access ranges. For

example, an NXP HANA RFID tag [33] being accessed by an Impinj Speedway

UHF RFID reader [34] can achieve a 3 m access range, while an Omni-ID Ultra

tag [35] with the same reader can achieve close to a 30 m access range (based on

our experiments).

Thus, with the reader using the full 1 W transmit power, a specific RFID

antenna, and a specific tag attached to an object, the access range of each system

can be determined. However, the area covered by this access range may not be

sufficient for the application. In order to fulfill the requirements of the application,

one solution is to increase the number of antennas of each reader. However, as

the multiple antennas are all wired to the reader, this makes deployment difficult

and messy, with wires needing to be strung in the area of deployment. Another

solution is to utilize multiple readers working cooperatively for covering the area

that is required for the application. However, this will dramatically increase the

cost of the system (as readers can range from $500 to $1500). Moreover, since
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most RFID readers are wall powered, this also makes deployment difficult, as the

readers must be placed near existing outlets or extension cords must be provided.

Given these current limitations for RFID access range, in this thesis we pro-

pose a system that consists of multiple ZigBee-based, battery-powered, low-power

readers, which we call edge devices, that cooperate with the main reader which

we call base station to achieve range extension. Since the edge devices are battery

powered and communicate with the base station using ZigBee [36], no wires are

needed, which enables an easy and fast deployment of this RFID system with

range extension. This system is scalable, and given that the cost of this edge de-

vice is lower than a typical RFID reader1, this approach will cost less than using

multiple readers.

The rest of this chapter is organized as follows. The description of our proposed

RFID system with range extension is provided in Section 3.2. Section 3.3 describes

the hardware design of the edge devices. Section 3.4 presents results from physical

experiments using our system, and conclusions are drawn in Section 3.5.

3.2 The Design of RFID Range Extension: EDGE

Device

The edge device we designed is composed of a ZigBee module to send the tag

information back to the base station, a microcontroller (MCU) that controls the

RFID C1G2 protocol and coordinates with the ZigBee module, an RFID reader

chip that modulates the command and demodulates the received signal replies

from the tag, and a battery pack. At the base station side, a ZigBee module is

connected to the base station to collect the data received by each edge device.

1Edge devices are targeted at a price of $100 to $250, as they do not require the entire set of

reader functions.
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Figure 3.1: RFID system with range extension using two edge devices.

Fig. 3.1 shows the design of our RFID system with range extension using two

edge devices.

When an edge device cooperates with the base station, the edge device is

deployed at the edge of the access range of the base station in order to obtain

the maximum range extension. For tags that are located in the access area of the

base station, the tag will be accessed directly by the base station, while for those

tags that are located out of the access area of base station, these tags are accessed

by the edge device. When the tag information is collected by the edge device, it

is sent to the base station via the ZigBee channel. Fig. 3.2 shows the resulting

access area when an edge device cooperates with the main RFID reader.

In order to provide additional coverage area, multiple edge devices can be

deployed. Fig. 3.3 illustrates the coverage area for an RFID reader cooperating

with two edge devices to increase coverage. Additionally, edge devices can also be

used with any of the existing range extension methods to obtain a hybrid system

and achieve increased coverage.
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Figure 3.2: Access area and power area for a standard RFID reader cooperating

with one edge device.

Figure 3.3: Access area and power area for a standard RFID reader cooperating

with multiple edge devices.
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Figure 3.4: Architecture of our edge device implementation.

Table 3.1: Power Consumption ( mW)

Sleep RFID Active ZigBee Active RFID Active with ZigBee

Power 0.015 636 142 778

3.3 Hardware Implementation of Edge Device

The edge device we implemented is composed of a Silicon Laboratories C8051 [45]

as a control MCU to coordinate all ZigBee and RFID communication; a reader

chip, Austria Microsystems AS3992 [109] RFID reader, to control the physical

RFID reads; and a Jennic JN5148 [47] ZigBee communication module. Also, we

connect a JN5148 to the base station in order to receive the tag information sent
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Figure 3.5: Edge device implementation.
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Figure 3.6: Lifetime of the edge device as the number of accesses per day increases.

by the edge device via the ZigBee channel. Fig. 3.4 shows the system architecture,

and Fig. 3.5 is a picture of the actual hardware we implemented.

In order to determine expected lifetime of the system, we calculate the power

consumption of different states of the edge device, as shown in Table 3.1. State

“RFID Active” is the state when the edge device is sending or receiving an RFID

signal; state “ZigBee Active” is the state when the Jennic JN5148 is active but

the reader chip is sleeping; state “RFID Active with ZigBee” is the state when

the edge device is communicating through both the RFID channel and the ZigBee

channel; and state “Sleep” is the state when all of the components of the edge

device are in their sleep modes.

Using these power values, and assuming that the edge device is powered by

4 AA batteries, each of which can provide 2200 mAh, we can determine the

expected lifetime for our system. In particular, here we look at an inventory

tracking scenario that requires the inventory to be accessed a small number of

times every day. We assume that during each access, the edge device queries the
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Figure 3.7: Maximum access distance as the distance between the base station

and the edge device increases.

tags in its area for 30 s in order to ensure that all tags are accessed. Also, the

ZigBee module needs to wake up for 10 s once every hour to handshake with the

base station, keeping the ZigBee connection alive. Using these values, Fig. 3.6

shows the simulation results for the system lifetime of the edge device as we vary

the number of accesses per day. From these results, we can see that if the system

accesses tags once every day, the edge device can work for as long as 4 years. If

the reader accesses tags every half hour, the edge device is still able to work for

1.5 months.
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3.4 Experimental Results

We performed several experiments to evaluate the performance of our RFID sys-

tem with range extension using edge devices. In the first experiment, the antenna

of the base station is fixed, and we place the edge device very close to the base

station with the edge device antenna pointed in the same direction as the base

station antenna. We place tags at different distances from the base station to

evaluate the maximum distance for tag access. Both the edge device and the

base station as well as the tag are placed 25 cm from the ground. We repeat this

experiment as we move the edge device away from the base station.

Fig. 3.7 shows the experimental results for the maximum distance the tag can

be placed from the base station and still be accessed by the system. Without

using our system, a single RFID reader can achieve only an 2.5 meter access

range, while our experimental results in Fig. 3.7 show that using the edge device,

the maximum access range is increased to 5 meter, when the edge device is 2.5m

from the base station. If we place the edge device at a distance of more than 2.5m

from the base station, there is an area that neither the base station nor the edge

device can access. Furthermore, the maximum access distance we can achieve is

5 meter no matter where the edge device is placed. The reason for this limitation

is the power harvested from the base station can only support those tags that are

located within 5m of the base station.

In the second set of experiments, we fix both the base station and the edge

device and evaluate the coverage area. We use tag rate as the performance metric,

where tag rate is defined as the average number of tags that the reader as well

as the edge device can access in 1 minute. The coverage result is shown in a

2-dimensional and both edge device and base station as well as the tag are placed

25 cm from the ground.
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Figure 3.8: Base station coverage. Results show tag access rate in tags/min.

Figure 3.9: Coverage when there is one edge device with antenna pointed in

the same direction as the base station antenna. Results show tag access rate in

tags/min.
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Figure 3.10: Coverage when there is one edge device with antenna pointed in the

opposite direction as the base station antenna. Results show tag access rate in

tags/min.

First, we evaluate the coverage of the base station without any edge devices as

a baseline for coverage, as shown in Fig. 3.8. Next, we place the edge device 2.5m

away from the base station. Both the base station and the edge device aim their

antennas in the same direction. Fig. 3.9 shows the tag access rate for this scenario.

Comparing Fig. 3.8 and Fig. 3.9, the additional area of coverage is the result of

adding the edge device. The tags located far away from the base station have less

harvested power. This is the reason the tag rate in the area that is covered by

the edge device is lower than that in the area covered by the base station. With

such a low power wireless edge device, we obtain a 70% increase in coverage area

compared with just using the base station reader.

Fig. 3.10 shows the coverage results in tag rate when the base station and the

edge device have their antennas pointed in opposite directions. The distance be-
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Figure 3.11: Coverage when there is one edge device with antenna pointed in the

vertical direction. Results show tag access rate in tags/min.

tween the two antennas is 5m in order to achieve maximum access distance. Unlike

the last experiment, this placement of the edge device will not block any electro-

magnetic waves sent by the base station. The results show that the coverage area

is even better than the previous experiment’s results, providing approximately

90% increase in coverage area compared with just using the base station reader.

However, this deployment of the edge device leads to relatively low tag rate when

the tag is located 2.5 − 3m from the base station, which may be an issue in real

inventory management scenarios.

Fig. 3.11 shows the coverage results when the edge device is 3m from the base

station and pointed in the vertical direction. It is easy to see that we get better

coverage in the vertical direction due to the direction of the edge device, with the

coverage area increasing by approximately 70% compared with just using the base

station reader.
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Figure 3.12: Coverage when there are two edge devices with antenna pointed

in the same direction as the base station antenna and in the vertical direction.

Results show tag access rate in tags/min.
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Finally, we tested the scenario when the base station cooperates with two edge

devices in order to further increase coverage. Fig. 3.12 shows the results from this

experiment, with one edge device placed 3m from the base station and pointing

in the vertical direction and a second edge device located 2.5m from the base

station and pointing in the same direction as the base station. These two edge

devices work together to obtain coverage extension. The results show that the

coverage increases dramatically with multiple edge devices, increasing coverage by

approximately 160% compared with just using the base station reader, showing

that if we place more edge devices into the system, it is possible to obtain even

better coverage.

3.5 Conclusions

In this chapter, we proposed an edge device that can cooperate with an RFID

reader to extend the access range for RFID tags, hence increasing system coverage.

This edge device has the advantage of low power operation, being easy to deploy

and enabling a highly scalable system. We implemented the edge device and

evaluated the performance of the system with an existing RFID reader and RFID

tags. The results show that the edge device can improve the coverage and access

range performance of existing RFID systems. When an RFID reader cooperates

with two edge devices, the system is able to cover approximately twice the area

compared to the coverage area when a single edge device is used. Also, the edge

devices can work with existing range extension methods such as a multiple antenna

system to create a hybrid system and obtain even more coverage.
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4 The Token MAC Protocol

4.1 Introduction

Radio-frequency identification (RFID) systems are widely used for managing peo-

ple and assets. Typically, RFID systems consist of RFID tags attached to objects

and RFID readers that are used to interrogate (read) the RFID tags to identify

the associated object. The RFID tags may be either active, using a battery to

operate, or passive, using energy harvested from the reader to operate. Using

passive tags has the advantage of not requiring batteries, providing a near-infinite

lifetime for the tags [48]. However, the communication ability of passive tags is

not stable, as it depends on the amount of energy that can be harvested, which

itself depends on the distance of the tag from the reader, the environment, and

slight differences in tag manufacturing, as well as on the other tags in the system.

Nevertheless, passive RFID systems are deployed for a wide range of applications,

such as inventory management, access control and object tracking [49].

Tag rate, which represents the number of tags that can be read in a unit

time, is an important metric in passive RFID systems [50], as it represents the

achievable throughput of the system. High throughput ensures the fast access

of a large number of tags in a short time, which can be crucial for applications
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such as inventory tracking. Fairness, which specifies the relative tag read rate of

multiple tags, is another important metric in passive RFID systems. For most

applications of RFID systems, it is important that each tag share channel access

equally such that the reader is able to collect information on all objects within its

read range. These two metrics, tag rate and fairness, are even more important in

continuous identification applications, where the tags are continuously monitored

by the reader to track the location of each tag. A high tag rate and good fairness

can enable the continuous access of the tags without missing any important tag

reads.

Another important metric for passive RFID systems is the time delay between

when a new tag enters the the read range of an RFID reader and the reader detects

this new tag. This metric is especially crucial when there are mobile tags in the

network or when the reader is mobile. If the reader requires a long time to detect

a new tag, it is possible that those tags with high velocity will be missed entirely

by the reader. Not only will a good protocol ensure a low delay on accessing a

new tag, but this delay should not increase significantly as the number of tags in

the system increases.

RFID standards define mainly contention-based MAC protocols, where all

tags contend with each other for the chance to communicate with the reader. For

instance, the most widely used RFID protocol, ISO 18000-6C, also known as the

Class 1 Generation 2 UHF Air Interface Protocol (C1G2 protocol) defines that

tags contend to reply to the reader after they receive a Query command sent

from the reader [52]. As multiple tags will receive the same Query command,

there will be collisions from multiple tags accessing the channel at the same time.

Thus, contention-based protocols have the issue that the throughput (tag rate)

will drop sharply as the number of tags in the system increases. One other problem

in contention-based protocols such as C1G2 is that a few tags that are located

close to the reader may capture the channel, by responding with high power and
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drowning out the other tags that are trying to communicate with the reader.

This capture effect results in unfairness and impacts the reliability of the system

in reading all tags.

It is not easy to achieve high throughput and low collision probability in passive

RFID systems due to certain hardware limitations of the passive RFID tags [51].

One of the key issues is that a tag cannot receive or detect communication from

any other tag due to the low transmit power of the tags and the low tag antenna

gain, which makes channel listening employed in carrier sense multiple access,

CSMA, MAC protocols infeasible for passive RFID systems. Moreover, due to the

uncertainty of the tags’ energy harvesting, time division multiple access (TDMA)

based approaches are not reliable for passive RFID tags, as the tags may run out

of energy during their allocated time slot. Also, fairness is difficult to achieve

in passive RFID systems, as TDMA and CSMA approaches, which provide good

fairness in conventional wireless networks, are not feasible for RFID systems. It is

a challenge to design a protocol to achieve good fairness without channel listening

(required for CSMA) and time synchronization (required for TDMA).

Thus, in this chapter, we present Token-MAC, a new MAC protocol for UHF

passive RFID systems whose aim is to ensure that multiple tags can be accessed

by the reader efficiently to achieve high tag rate, good fairness, and low tag detec-

tion delay, even in the presence of a large number of tags. Token-MAC uses tokens

to control the communication between the reader and the tags, where tokens are

allocated by the reader or self-generated by the tags. We choose this approach to

remove the need for synchronization or channel listening and to shift the responsi-

bility of channel management to the reader side, while providing a way to prevent

the potential starvation problem of the new tags through the self-generated to-

kens. We present the Token-MAC protocol and implement this protocol on four

WISP [85] passive RFID tags. We compare the performance of Token-MAC to

that of the standard C1G2 protocol as well as a TDMA protocol. Additionally, we
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derive energy harvesting and communication models based on our implementation

results, which are then used to perform extensive simulations. We first show that

the simulation results match the implementation results for a small number of

tags, and then use the simulations to explore the behavior of Token-MAC, C1G2

and a TDMA protocol for a large number of tags as the distances between the

tags and the reader vary.

The rest of this chapter is organized as follows. The description of Token-MAC

is provided in Section 4.2. Section 4.3 presents the physical experiment results

using Token-MAC, C1G2 and TDMA. Section 4.4 describes how we used the ex-

perimental results to devise energy harvesting and tag communication models for

the simulations, and Section 4.5 provides a comparative analysis of the perfor-

mance results for all the protocols through simulations. Section 4.6 presents a

discussion about the results, and conclusions are drawn in Section 5.6.

Figure 4.1: Illustration of the operation of the Token-MAC protocol.

4.2 The Token-MAC Protocol Details

To achieve low collision probability, high throughput, and good fairness, as well as

a low tag detection delay, without requiring synchronization of the tags or a-priori

knowledge of the tag population, Token-MAC utilizes the concept of tokens for

permitting tags to access the channel. Tokens represent permission for a tag to
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send data to the reader. Also, the number of tokens a tag holds represents the

number of packets that the tag is allowed to send to the reader. The protocol

ensures that the reader appropriately allocates tokens to different tags according

to the changes in the system (e.g., the addition of new tags, the departure of tags,

or the restart of tags due to power issues).

As in the C1G2 protocol, Token-MAC divides time into “Query” rounds, as

illustrated in Fig. 4.1. In each Query round, the reader accesses one particular

tag through a set of Query-Response exchanges. Query rounds are grouped into

“Inventory” rounds, during which the reader accesses every tag that is known to

the reader. We describe the Token-MAC protocol in the following sections, first

discussing the use of tokens, then introducing the protocol operation at the tag

and at the reader. After that, we explain the communication procedure between

the reader and the tags.

4.2.1 Tokens

There are two types of tokens in Token-MAC: allocated tokens and random tokens.

Allocated tokens are distributed by the reader via “Token” commands. The reader

allocates tokens to tags such that tags with lower historical success rates are

assigned more tokens so that they have more chances to access the channel in the

next round. Hence, the fairness of the medium access is improved.

Random tokens are produced by tags themselves. The purpose of the random

tokens is to give the tags permission to respond to the reader when the reader

sends “Query” commands to other tags. This strategy may result in collisions.

However, when the energy of the tags is uncertain, which is common for passive

RFID tags, the tags may run out of energy during the wait time before they are

allowed to transmit. Experimental results show that the risk of collision is worth

taking, as the tags have a higher probability of successfully sending a packet to
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Figure 4.2: Tag operation flowchart.

the reader with this approach compared to using a separate reserved time at the

end of the Inventory round for new tags.

4.2.2 Tag Operation

Tags running Token-MAC follow the flowchart shown in Fig. 4.2. Each tag has

two sets of tokens: m represents the number of random tokens and n represents

the number of allocated tokens. A tag begins its operation (when entering the

range of an RFID reader or powering up after losing power) in the init state. In

this state, the tag sets its internal parameters Tlow and Thigh to default values,

and sets m = 1 so the tag has a random token. The tag then enters the ready

state, where it waits to receive packets from the reader.
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There are two types of packets that can be received by a tag in the ready state:

“Token” packets and “Query” packets. When a tag receives a Token packet, it

first determines whether or not it is the intended destination of the Token packet.

If not, the tag goes back to the ready state. If the tag is the intended destination

of the Token packet, the tag transitions to the update state, where it updates

its allocated tokens, n, as well as the other parameters Tlow, Thigh, and TBO, as

specified in the Token packet. These parameters are set by the reader based on

the tag density. After updating its own internal parameters accordingly, the tag

goes back to the ready state.

When a tag receives a Query packet, its response depends on the number of

allocated and random tokens it currently has. If the tag has a random token

(m = 1), then it goes to the reply-r state and sends a Reply packet back to the

reader. The tag then sets m = 0, selects a value for TR, Tlow < TR < Thigh, and

starts a timer to fire after TR time. The tag then goes back to the ready state. If

the tag does not have any random tokens (m = 0), then the tag checks to see if it

has allocated tokens (n > 0). If not, the tag does not have permission to respond

to the Query and hence simply transitions back to the ready state. Note that,

in this case, the timer TR has already been set and may fire later to generate a

random token. If the tag does have allocated tokens, the tag transitions to the

reply-a state and sends a Reply packet back to the reader. After sending the reply,

the tag reduces its allocated tokens by one (i.e., n← n− 1). Then the tag checks

to see if it still has allocated tokens remaining (n > 0). If so, the tag goes back to

the ready state. If not, the tag has used up all of its allocated tokens, then the tag

sets a back-off timer TBO and goes to the back-off state, where the tag waits for

the back-off timer TBO to fire. Once the back-off timer fires, the tag sets m = 0,

selects a random time TR between Tlow and Thigh and starts a timer to fire then

transitions into the ready state. After TR time, the random token timer TR fires

and the tag sets m = 1, and thus the tag can reply to the next Query command
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using the random token.

4.2.3 Reader Operation

In Token-MAC, the RFID reader has the following responsibilities: tag list main-

tenance, token allocation, tag parameter settings, and reader parameter settings.

The reader maintains a tag list that specifies all known tags currently in the range

of the reader. New tags are added to the list when the reader receives a Reply

packet that contains a tag ID that does not exist in the current tag list. Tags

that are no longer available, determined through lack of response from the tag for

a timeout period, are removed from the list. The amount of time to wait before

removing a tag from the tag list represents a trade-off between waiting for a tag

that is low in energy and should still be accessed and continuously trying to read

a tag that has left the network. In our experiments and simulations, we remove

a tag from the tag list if the reader has not received a response in two Inventory

rounds. This ensures that the tag has four chances to send a packet to the reader,

including two Query rounds where the tag can send a reply using assigned tokens

and two random tokens.

A Token packet is the first packet sent to a tag in a Query round, as shown in

Fig. 4.1, and it contains parameter updates including the tag’s allocated tokens.

The number of tokens allocated to tag i during Inventory round j, n[i, j], is based

on the tag’s historical response rate. Specifically, if R[i, j − 1] is the number of

tag responses received from tag i during the last Inventory round j − 1, then the

weighted historical average of the tag rate for tag i during round j is

W [i, j] = R[i, j − 1]α+W [i, j − 1](1− α), (4.1)

where α is the weight parameter. The reader calculates the number of tokens to

allocate to tag i for Inventory round j based on the tag access duration (Query

round duration) for tag i in round j, T [i, j], and the weighted historical tag rate,
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W [i, j]. T [i, j] is set to the initial value Tpreset when the reader is powered up, and

updated at the beginning of each Inventory round as

T [i, j] = Tpreset

1
p−1

p∑
k=1
k ̸=i

W [k, j]

1
p

p∑
k=1

W [k, j]

, (4.2)

where p is the number of known tags. According to (4.2), the tag duration is

determined by the weighted historical tag rate of the tag and the average weighted

historical tag rate of the other tags. Tags with high weighted historical tag rate

are assigned low Query round duration, T [i, j]. The reader determines the number

of tokens for node i during round j, n[i, j], as

n[i, j] = T [i, j]

(
1

W [i, j]

)
β, (4.3)

where β is a weight parameter. By properly setting the duration of the Query

rounds for all tags, the reader can access all tags in its tag list within an Inventory

round.

In addition to determining the number of allocated tokens, the reader adjusts

the parameters TBO, Tlow and Thigh of each tag according to the Query round

duration T [i, j], the tag density, and the application requirements. The settings

used in our experiments are

TBO[i, j] =

p∑
k=1

T [k, j]− T [i, j]− 1

2
T [v, j], (4.4)

Tlow[i] =
1

8
T [v], Thigh[i] =

1

2
T [v], (4.5)

where v represents the tag number whose query round is before that of tag i.

With these settings, a tag will wake up a half query round before its own query

round, receive a random token, and after waiting a random time in the remaining
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half of a query round, respond to a Query using the random token. The time of

reply is bounded by the lower limit of

p∑
k=1

T [k, j]− T [i, j]− 1

2
T [v, j] +

1

8
T [v],

and the upper limit of
p∑

k=1

T [k, j]− T [i, j],

Note that
∑p

k=1 T [k, j]− T [i, j]− 1
2
T [v, j] is the middle point of the query round.

1
8
T [v] is a small offset used to ensure the tag does not respond to a Query using

a random token in the first half of another node’s Query round, given the clock

drifts that may occur in the tags. The upper bound,
∑p

k=1 T [k, j]− T [i, j], is the

end of the Query round. Thus there will be no collisions in the first half of the

query round from this random token. The values 1/8 and 1/2 are used because it

is easy for the microcontroller unit on the tags to calculate the division by using

shift operations on the unsigned integer variables.

According to the example shown in Fig. 4.1, when the reader wants to access

tag1, it sends a Token packet and then a Query packet to tag1. When tag1 receives

the Query packet, since it has a token, it can respond to the Query with a Reply

packet. Meanwhile, tag2 assigns itself a random token after its TR timer fires and

sends a Reply packet. Within the Query round of tag1, the data rate for tag1 is

much higher than tag2, since tag2 only sends one Reply packet in this duration.

This is the desired behavior, since in that way, contentions decrease and hence

the successful delivery probabilities of the tags increase.

Token-MAC does not eliminate collisions, since tags can send Reply packets in

other tags’ allocated Query rounds. However, this method enables the introduc-

tion of new tags to the reader without a separate period for new tag detections,

nor synchronization. Although there is a probability that multiple Reply packets

collide, this probability is low due to the small Reply packet durations. Also,
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the parameters Tlow and Thigh set the lower and upper bounds of the interval

between two random tokens. A short interval increases the probability of colli-

sion, since more random tokens will be allocated to the node, but it also improves

the performance of detecting new tags as the new tag will more quickly send an-

other response packet using a new random token if any previous response packets

collided with response packets sent by other tags.

4.2.4 Communication Between the Reader and the Tags

As shown in Fig. 4.1, an RFID reader running the Token-MAC protocol accesses

each known tag in one Inventory round. The Token-MAC protocol operates as

follows:

• While there are no tags recorded in the tag list, the reader continuously

sends the Query command until the first tag replies with its ID. When the

reader receives the reply, it adds the tag ID into the tag list and starts the

Inventory rounds.

• The Inventory rounds are composed of Query rounds, where the reader

accesses each tag from its tag list in separate Query rounds. The reader

sends the Token command to a particular tag at the beginning of the Query

round. For example, in Fig. 1, the reader accesses tag1 by sending the

Token command with tag1’s ID.

• When the tag receives a Token command, it goes into the update state and

updates its parameters including n, TBO, Tlow and Thigh. As there is a token

assigned through the Token command, the tag goes into the reply-a state

after receiving the next Query command.

• The tag continuously replies to the reader during its Query round until the

number of allocated tokens goes to 0, i.e., n = 0. After that, the tag goes
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Figure 4.3: Test-bed set-up.

into the back-off state.

• After finishing the Query round, the reader starts the next Query round,

where it accesses the next tag on the tag list.

• Any tag may go into the reply-r state during the Query round of the another

tag by using its random token and sending a reply to the reader. The time

at which a random token is generated is determined by the parameters TBO,

Tlow and Thigh.

4.3 Experimental Results

In order to evaluate the performance of the Token-MAC protocol, we built an

RFID test-bed system consisting of four programmable WISP tags [85] and an
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Table 4.1: Code Size and Memory Requirement

C1G2 TDMA Token-MAC

Code Size (bytes) 32,852 34,346 33,479

Memory Requirement (byte) 114 119 121

Figure 4.4: TDMA schedule.

Impinj Speedway RFID reader [66], with a computer monitoring the data col-

lected by the RFID reader. Fig. 4.3 shows the experimental equipment. We also

implemented both the C1G2 MAC protocol and a basic TDMA approach whose

design details are shown in Fig. 4.4. In the TDMA approach, every Inventory

round consists of a contention period in which new tags contend and announce

their IDs, a synchronization period in which the reader sends a SYNC packet and

allocates slots to every known tag, and a reply period in which all tags reply to the

reader according to their allocated slot numbers. Through these implementations,

we found that Token-MAC requires less than 2% increase in code size compared

with C1G2. Also, Token-MAC requires only 7 additional bytes in memory to

store the parameters for the assigned and random tokens. Thus, Token-MAC has

low additional storage requirements. Table 1 shows the code size and memory

requirement for all three protocols implemented.

We performed two sets of experiments. In the first set, all four tags are placed

the same distance from the reader, and we vary this distance to see the perfor-

mance of the three protocols. Then, to test the capture effect, in the second set

of experiments, three tags are placed close to the reader while the location of the
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fourth tag is varied. In both cases, the tags and RFID reader antenna are located

25 cm above the floor and moved along this plane parallel to the floor. Each

experiment is repeated 4 times, and each data point is an average result for a 5

minute experiment.

We investigate two performance metrics: the tag rate achieved (or through-

put), and the fairness among the tags. We used Jain’s fairness index as the fairness

metric, which is calculated as

fairness =

(
p∑

k=1

xi

)2

p
p∑

k=1

x2
i

, (4.6)

where xi represents the tag rate for tag i, and p is the number of tags. According

to this definition, the fairness is a value between 1
p
and 1, where the larger the

index, the fairer the system is. If all of the tag rates are 0, the Jain’s fairness index

calculation gives an undefined value. Hence, such experiments’ fairness results are

not shown in the figures.

4.3.1 Tags at the Same Distance to the Reader

The aim of this set of experiments is to evaluate the performance of the protocols

in an inventory management application. If we access tags attached to goods on a

shelf, the distances between the reader and the tags are approximately the same.

Fig. 4.5 shows the total tag rate results when all four tags are located at the

same distance to the reader. As seen in the figure, TDMA achieves better total

tag rate results than C1G2 and Token-MAC for close distances (0 m – 1 m) in this

scenario. However, after this range the tag rate of TDMA drops to 0. The main

reason for this is that waiting for their allocated slot time consumes more energy

than the tags have harvested. On the other hand, Token-MAC achieves much
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Figure 4.5: Total tag rate for tags at the same distance (4 tags).
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Figure 4.6: Fairness for tags at the same distance (4 tags).
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higher total tag rates than C1G2 for all distances evaluated. At 3 m, Token-MAC

still enables the reader to access tags at 10 tags/min while C1G2 can only access

tags at 2 tags/min.. The reason for the slight increase in tag rate after 0.5 m is

the multi-path effect resulting from the ground reflection.

Fig. 4.6 shows the fairness results for the same experiment set. The TDMA

approach results in a good fairness performance when the tags are close to the

reader due to the individual assigned slots. However, the fairness results are

undefined for all distances longer than 1 m, since no tag can be read after this

range using the TDMA protocol. The reason is again that the time required for

a tag to wait until its slot time requires more energy than the tag has harvested.

C1G2 results in low fairness for all distances, since some powerful tags (due to

manufacturing differences) win the contention easier than the other tags. We can

see that Token-MAC achieves much higher fairness compared to that of C1G2 for

all distances evaluated.

4.3.2 Tags at the Different Distance to the Reader

Figs. 4.7 and 4.8 show the total tag rate results and the fairness achieved when

three tags are located close to the antenna at 0.05 m, and the distance of the other

tag is varied. We see that the tag rate achieved by C1G2 is much lower than both

TDMA and Token-MAC for short distances (up to 1.5 m), and is more than 50%

lower than Token-MAC for longer distances. From Fig. 4.8, it is clear that C1G2

results in severe unfairness when the tags are located at different distances from

the antenna, due to the capture effect. Token-MAC has a lower probability of

capture effect than C1G2. TDMA can have better performance in both tag rate

and fairness than Token-MAC when the tag is located close to the reader, as

TDMA is a protocol that can guarantee the access with no collision. However,

since Token-MAC does not have assigned slots, it can achieve better performance
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Figure 4.7: Tag rate of a tag that is different distances from the reader, with the

remaining 3 tags close to the reader.

than TDMA when tags are farther than 1 m from the antenna. We can see that

TDMA provides little access to the tags when the tags are located at a distance

greater than 1 m. Token-MAC can provide the best performance among all three

protocols evaluated when the tags are located more than 1 m from the reader.

This is a common scenario in real life applications such as determining items in a

shopping cart, for which Token-MAC can provide much better fairness along with

higher tag rates at all distances greater than 1 m.

4.4 Energy Harvesting and Communication Mod-

els

We are limited in our test-bed to the four WISP nodes to which we currently

have access. Thus, in order to further explore the performance of Token-MAC in

relation to C1G2 and the TDMA protocol, we implemented the three protocols
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Figure 4.8: Fairness results with 3 tags close to the reader and one tag at different

distances from the reader.

in MATLAB to conduct extensive simulation evaluations. However, in order to

make the simulations as realistic as possible, we devised energy harvesting and

communication models based on the experimental results, which are then used in

the simulations.

First, we modeled the physical characteristics of our hardware platforms by

measuring the amount of energy harvested by the tags and creating an energy

harvesting model. Then we built a communication model based on the energy

harvesting model. After incorporating these models into the simulation platform,

the three different MAC protocols were simulated and their performances evalu-

ated.

4.4.1 Energy Harvesting Model

For the energy harvesting model, we make the following assumptions. First, we

assume that the amount of energy that is sent from the reader in a unit time is a
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constant E. Tags at the same distance receive an equal amount of energy, which

is E times the path loss. We assume the path loss follows the free-space path loss

formula. Also, we assume that the amount of energy that is stored in the capacitor

of a tag is the energy-saving efficiency, Q, times the energy that is received by the

tag. As we will see, these assumptions are close to the real scenario. The energy

that can be stored by the tag is thus

E ′ = E×Q× λ

R2
,

where E ′ is the total amount of energy that is stored by the capacitor on the tag

per unit time, R is the distance from the reader to the tag, and λ is a weight

parameter. In our simulations, each RFID tag is assigned a different value of λ,

within 10% of each other, to model the manufacturing differences in the WISPs.

We assume that a tag consumes Ec amount of energy per unit time when it is

active. Also, the capacitor leaks El amount of energy per unit time when the tag

is not active. Thus, we obtain the amount of energy in the tag capacitor at time

t when the tag is inactive

E ′
t = E ′

t−1 + E×Q× λ

R2
− El, (4.7)

and the energy in the tag capacitor at time t when the tag is active

E ′
t = E ′

t−1 + E×Q× λ

R2
− Ec, (4.8)

Note that the leakage when the tag is active is negligible because Ec >> El.

Fig. 4.9 summarizes the energy harvesting process.

Assuming all tags start with no energy stored in their capacitors, from (7)

and (8) we can obtain a tag’s current energy level based on the history of the

tag’s actions. Using this model for the energy stored in the capacitor at time t,

and knowing the capacitance C of the capacitor used to store the energy, we can

calculate the expected capacitor voltage, Vt, at time t using
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Figure 4.9: Energy harvesting and usage model.
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E ′
t =

1

2
CV 2

t ,

or

Vt =

√
2E ′

t

C
.

The parameter values that we need to specify for this model are E, Q, λ,

El, Ec, and C, which we determine through experiments and the WISP design

specifications. Using the derived parameter values, we test the validity of the

energy harvesting model through a set of experiments. In these experiments, we

place a tag at difference distances to the reader and measured the voltage on the

WISP capacitor used to store the energy. We compared the measured voltage

levels to the derived energy harvesting model voltage Vt.

Fig. 4.10 shows the voltage levels found by the derived simulation model (Vt)

and voltage levels measured in the experiments. We can see that our energy

harvesting model matches very well with the experiment results.

4.4.2 Communication Model

We use this energy harvesting model as a fundamental tool to build the commu-

nication model. First, we represent the channel using the free space model. Then,

we build the transmission model of sending one bit of data based on this free

space model. The modulation method is based on the C1G2 protocol, which uses

double side-band, amplitude shift keying (DSB-ASK) as the modulation method

to modulate a bit of data and send it through the channel.

At the tag, we receive the transmitted signal attenuated by the channel with

some additive white noise. We assume that the thermal noise at the receiver

end is −87 dbm according to the Johnson-Nyquist noise formula [65], with the

parameter values of temperature equaling 300K and bandwidth equaling 100MHz.
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Figure 4.10: Voltage level found by the energy harvesting model compared with

the measured voltage on the WISP tags.

Therefore, we find the received signal strength based on the free space model with

added white gaussian noise with a power of −87 dbm. We decode the signal with

noise to obtain the received bit. Since the transmission power is high and the

distance between the reader and the tag is short, the bit error rate turned out to

be negligible according to our calculations when the power supply is continuous.

Therefore, there are no received bit errors due to the channel in our simulations,

and thus the bit rate is limited only by the symbol length from the C1G2 protocol.

The transmission time is also considered in our simulations in order to detect

any potential collisions. Thus, we implemented the basic physical layer of the

WISPs. Moreover, one tag can receive or transmit when the energy harvesting

model indicates that it is active, i.e., energy stored is enough to send a packet

according to Fig 4.9. With the physical layer model and the energy harvesting

model, we build the the model of sending packets between the reader and the tags.

All three protocols are evaluated using this communication model.
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Figure 4.11: Comparison of the Token-MAC protocols’ experimental tag rate

results with the simulated tag rate results.

4.4.3 Simulation Model Validation

We implemented the Token-MAC, C1G2 and TDMA protocols using our simula-

tion model, and we compared the results with the experimental results in terms

of tag rate. Fig. 4.11, Fig. 4.12 and Fig. 4.13 shows the comparisons between the

simulation results and the experimental results for the three protocols when one

reader accesses one tag.

Our simulation results match the experimental results closely. Thus, we have

confidence in our energy harvesting and communication models and use these to

explore the behavior of the protocols with a larger number of tags.
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Figure 4.12: Comparison of the C1G2 protocols’ experimental tag rate results

with the simulated tag rate results.
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Figure 4.13: Comparison of the TDMA protocols’ experimental tag rate results

with the simulated tag rate results.
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4.5 Simulation Results

Using our simulation framework, we develop two scenarios. In the first set of

simulations, we compare the three protocols in an ideal scenario, where a set of

tags is placed at the same distance from the reader, and we vary the number of

tags as well as the location of the tags. In this set of simulations, we obtain the

best possible performance for each protocol in terms of fairness, as there is the

least chance that certain tags will capture the channel.

The second set of simulations is aimed at evaluating the performance of each

protocol in a more realistic scenario, where a set of tags are randomly deployed

between 0 m and x m, where x is the maximum distance of any tag to the reader.

In this set of simulations, we vary the maximum distance to the reader as well as

the number of tags.

The third and the final set of simulations explores the maximum number of

tags that each protocol can support, which is found by adding a tag one at a time

to the system until the reader cannot detect the new tag within 1 minute.

4.5.1 Tags at the Same Distance to the Reader

In this first set of simulations, the number of tags is varied from 10 tags to 100

tags, and all tags are deployed the same distance to the reader, which varies from

0.5 m to 3 m. Fig. 4.14,Fig. 4.15 and Fig. 4.16 show the total tag rates achieved

by the three protocols investigated for this set of simulations. The results show

that Token-MAC performs well when the tag population increases, since the total

tag rate achieved does not decrease. When the distance increases, the tag rate

drops linearly but still can provide fairly good tag access.

On the other hand, C1G2 performs decently when the distance is short and the

tag population is small, since there are not many collisions with a small number of

tags. However, clearly the C1G2 protocol does not scale well: the tag rate drops
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to almost 0 when the number of tags increases to 100. This result shows that

an approximate maximum number of tags that the C1G2 protocol can support is

between 90 to 100.

Finally, we can see that TDMA provides very good results when the tags are

close to the reader, regardless of the number of tags in the network, and hence

TDMA scales well for short distances. However, when the distance increases,

TDMA tag rate drops rapidly, as expected from the experimental results. There

are only occasional tag reads when the distance between the reader and the tags

is greater than 1.5 m.

Note that, in practice, the tag rates achieved are expected to be slightly lower

if multiple tags are placed very close to each other, since the power harvesting

efficiency of a tag is impacted by other tags in this case. However, this aspect is

not feasible to model in the power harvesting model, and thus we do not consider

this in the power harvesting model.

Fig. 4.17, Fig. 4.18 and Fig. 4.19 show the fairness results for the three pro-

tocols observed for the first set of simulations. From this figure, we see that

Token-MAC can provide good fairness performance when the distance is short.

Although the fairness decreases with an increase in the distance between the tags

and the reader, the fairness with Token-MAC is still much better than the fairness

achieved with C1G2 or TDMA. Moreover, the fairness performance of Token-MAC

does not change significantly with an increase in the number of tags.

Clearly, the C1G2 protocol performs poorly with respect to fairness. Even

with a low number of tags, the C1G2 protocol is unfair to some tags. When

the number of tags is as high as 30, the fairness result drops to almost 0. It is
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Figure 4.14: Total tag rate of Token-MAC for varying distances to the antenna

and number of tags (simulation).
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Figure 4.15: Total tag rate of C1G2 for varying distances to the antenna and

number of tags (simulation).



62

0.5 1 1.5 2 2.5 3
0

200

400

600

800

1000

1200

1400

1600

1800

2000

Distance to the Antenna (m)

T
ot

al
 T

ag
 R

at
e 

(t
ag

s/
m

in
)

 

 
10Tags
20Tags
30Tags
40Tags
50Tags
60Tags
70Tags
80Tags
90Tags
100Tags

Figure 4.16: Total tag rate of TDMA for varying distances to the antenna and

number of tags (simulation).

clear that the C1G2 protocol fails to provide fair access to all tags. On the other

hand, TDMA performs well when the distance between the tags and the reader

is short. The fairness performance does not change much with an increase in the

number of tags. However, when the distance increases beyond 1.5 m, the fairness

performance drops to a very low level. The simulations show that the power issue

affecting the TDMA performance, not only lowers the performance in terms of

tag rate, it also greatly affects the fairness.

Next, we evaluate the time between when a new tag enters the network and

when the reader detects this new tag. We begin the simulations with a fixed

number of tags located at the same distance from the reader. After the network

stabilizes, we add a new tag into the network at the same location and measure the

time between when the tag enters and when the reader detects the tag information.

This is a crucial metric for networks with mobile tags or with varying channel

conditions. The number of tags in the network before the introduction of the new
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Figure 4.17: Fairness of Token-MAC for varying distances to the antenna and

number of tags (simulation).
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Figure 4.18: Fairness of C1G2 for varying distances to the antenna and number

of tags (simulation).
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Figure 4.19: Fairness of TDMA for varying distances to the antenna and number

of tags (simulation).
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Figure 4.20: Time delay to detect a new tag for varying distances of Token-MAC

to the antenna and different number of existing tags (simulation).

tag is varied from 10 tags to 100 tags, and all of the tags are deployed the same

distance to the reader, which is varied from 0.5 m to 3 m. The new tag is placed

at the same distance as the other tags.

Fig. 4.20,Fig. 4.21 and Fig. 4.22 show the time delay between when a tag

enters the network and when it is read by the reader for the three protocols.

The y-axis of the Token-MAC protocol and the TDMA plot are set between 0

ms to 600 ms in order to get a clear view of the delay result. The y-axis of the

C1G2 is set between 0 s to 60 s according to the simulation results. We see that

for the Token-MAC protocol, the delay remains constant when the number of

tags increases. This result is due to the random tokens allocated to new nodes,

allowing them to access the channel and inform the reader of their presence. This

shows the scalability of the Token-MAC, which is an important property for RFID
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Figure 4.21: Time delay to detect a new tag for varying distances of C1G2 to the

antenna and different number of existing tags (simulation).
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Figure 4.22: Time delay to detect a new tag for varying distances of TDMA to

the antenna and different number of existing tags (simulation).

applications. Also, we see that the delay increases as the distance between the

tags and the reader increases, since the probability of the reader receiving random

packets decreases with an increase in the distance between the reader and the

tags.

The results also show that C1G2 needs a very long time to detect an incoming

tag when the tag population increases. Also, we notice that even when the distance

to the reader is short, an increasing number of tags degrades the delay performance

rapidly. When the number of tags increases to 100, the new tag is virtually

undetectable to the reader no matter where it is located.

For the TDMA protocol, we can see that when the distance between the tags

and the antenna is small, the delay increases linearly with an increase in the num-

ber of tags. This is reasonable because the length of an inventory round increases

as the number of tags increases. Hence, when the tag population increases, the
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new entering tag needs to wait for the next available contention period to be as-

signed a slot. No results can be shown for the tags that are located at distances

greater than 1.5 m, since no reads for the new tag are observed in these cases.

This is an expected result, since at these distances, the reader cannot even detect

the existing tags.

4.5.2 Tags at Different Distances to the Reader

To evaluate the performance of the three protocols in a more realistic scenario,

in the second set of simulations, we place a number of tags at random locations

between 0 m to x m, where we vary x, the maximum distance to the reader.

This scenario is more realistic in commercial applications, such as in inventory

monitoring in a storeroom or in containers. In this set of simulations, the number

of tags is increased from 10 to 100 to evaluate the ability of the protocols to scale.

Once again, we evaluate the total tag rate, fairness, and the delay to detect a new

tag.

Fig. 4.23, Fig. 4.24 and Fig. 4.25 show the total tag rates achieved by the three

protocols investigated for the second set of simulations. As we can see in the figure,

for this scenario, TDMA has the best performance when the maximum distance

of the tags from the reader is less than 1.5 m, but its performance drops sharply

after 1.5 m. The Token-MAC protocol performance is stable for all distances,

and is much higher compared to that of C1G2. Moreover, Token-MAC achieves

much higher tag rates than TDMA for distances larger than 1.5 m. Also, we can

see that the tag rate of C1G2 drops very quickly with an increase in the number

of tags. On the other hand, TDMA and Token-MAC scale well, changing only

slightly with an increase in the number of tags.

Comparing the tag rate results of this set of simulations (Fig. 4.23, Fig. 4.24

and Fig. 4.25) with the previous set (Fig. 4.14,Fig. 4.15 and Fig. 4.16 ), we
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can draw different conclusions for each protocol. For Token-MAC, the tag rate

performance decreases about 30% when the tags are located randomly. This is due

to the management of the inventory round by the reader. According to the reader

operation described in Section 4.2, the reader increases the access probability of

those tags that are less likely to be accessed, i.e., those located far from the reader.

Thus, the reader decreases the inventory round of those tags that are located close

to the reader. This strategy will lead to a more fair network with some loss in tag

rate.

For C1G2, we see that the tag rate is higher in the random location scenario.

However, we found out that the increase in tag rate shown in Fig. 4.23, Fig. 4.24

and Fig. 4.25 is due to some tags capturing the channel. Those tags that are

located close to the reader can easily capture the channel. Thus, these tags can

reply with a high tag rate, while the other tags have only a small chance to send

their tag information back to the reader.

The performance of TDMA does not change much when the tags are located

between 0 to 1.5 m. This is easy to understand, as at these distances, the power

supply to all tags is stable. When the distance between the tags and the reader

increases, the tag rate decreases. However, compared to previous set, the tag rate

results in Fig. 4.23, Fig. 4.24 and Fig. 4.25 do not drop to 0. This is because some

of the tags are still located between 0 to 1.5 m, and these tags are still assigned a

slot and can send their data back to the reader.

Fig. 4.26, Fig. 4.27 and Fig. 4.28 show the fairness of the three protocols for

the random location scenario. We can see that Token-MAC can lead to a high

fairness performance in this experiment for all distances evaluated. Similarly, the

TDMA protocol results in a good fairness performance when the tags are close to
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Figure 4.23: Total tag rate of Token-MAC for varying number of tags with tags

at random locations (simulation).
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Figure 4.24: Total tag rate of C1G2 for varying number of tags with tags at

random locations (simulation).
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Figure 4.25: Total tag rate of C1G2 for varying number of tags with tags at

random locations (simulation).

the reader due to the individual assigned slots. However, the fairness degrades for

distances higher than 1.5 m. The reason is again that the time required for a tag

to wait until its slot time requires more energy than the tag has for such distances.

The TDMA protocol can maintain a fair performance even as the number of tags

increases. On the other hand, C1G2 has very poor fairness results for all distances

evaluated. The increase in the tag population hurts fairness even more, as the

probability of collisions increases with an increase in the number of tags.

Comparing the fairness performance of the protocols when the nodes are at the

same distance (Fig. 4.17, Fig. 4.18 and Fig. 4.19) and when they are at random

distances (Fig. 4.26, Fig. 4.27 and Fig. 4.28), we see that the fairness of Token-

MAC in the ideal scenario is slightly better than that in the more realistic scenario.

The reason is that the tags that are close to the reader can more easily send packets

to the reader compared with those located far away from the reader. Although

access control by the reader can help to increase the fairness, it cannot ensure



73

0.5 1 1.5 2 2.5 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Max Distance to the Antenna in the Random Location (m)

Ja
in

’s
 F

ai
rn

es
s 

In
de

x

 

 

10 tags
20 tags
30 tags
40 tags
50 tags
60 tags
70 tags
80 tags
90 tags
100 tags

Figure 4.26: Fairness of Token-MAC for varying number of tags with tags at

random locations (simulation).
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Figure 4.27: Fairness of C1G2 for varying number of tags with tags at random

locations (simulation).
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Figure 4.28: Fairness of C1G2 for varying number of tags with tags at random

locations (simulation).



76

10 20 30 40 50 60 70 80 90 100
0

100

200

300

400

500

600

700

800

900

1000

Number of Tags

T
im

e 
to

 d
is

co
ve

r 
in

co
m

in
g 

ta
g.

 (
m

s)

 

 

Max Distance to the Antenna in the Random Location 0.5 m
Max Distance to the Antenna in the Random Location 1 m
Max Distance to the Antenna in the Random Location 1.5 m
Max Distance to the Antenna in the Random Location 2 m
Max Distance to the Antenna in the Random Location 2.5 m
Max Distance to the Antenna in the Random Location 3 m

Figure 4.29: Delay to detect a new tag of Token-MAC for varying number of tags

with tags at random locations (simulation).

perfect fairness. The fairness performance of C1G2 in the more realistic scenario

is also worse than in the ideal scenario due to those tags that are located close to

the reader capturing the channel. The fairness performance of TDMA is similar

in both scenarios, because TDMA is a slot based protocol.

Fig. 4.29, Fig. 4.30 and Fig. 4.31 show the delay results for detecting entering

tags for the three protocols for the second set of simulations. The y-axis of the

Token-MAC protocol and the TDMA protocol are set between 0 ms to 600 ms in

order to get a clear view of the delay results. The y-axis of C2G2 is set between 0 s

to 60 s according to the simulation results. For Token-MAC, we see that the delay

to detect an entering tag does not change with an increase in the number of tags.

When the maximum possible distance between a tag and the reader increases,

the average delay increases due to the probability of receiving a random packet
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Figure 4.30: Delay to detect a new tag of C1G2 for varying number of tags with

tags at random locations (simulation).
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Figure 4.31: Delay to detect a new tag of C1G2 for varying number of tags with

tags at random locations (simulation).

decreasing for power harvesting reasons as the random packet is the first packet to

be send. We can see that Token-MAC is the protocol that can detect entering tags

most quickly compared with the other protocols for all distances and for almost

all number of tags evaluated. Moreover, it is the only protocol that is scalable,

i.e., only Token-MAC’s performance is stable with an increasing number of tags.

The C1G2 protocol performs poorly when the new tag enters, requiring a long

time to detect an incoming tag. When the number of tags increases, it is even

harder for the C1G2 protocol to detect the entering tag, and when the number

of tags is more than 50, the entering tag is undetectable. For TDMA, the delay

result is similar to the result in the ideal scenario. We see that the delay to detect

the entering tag increases with an increase in the number of tags. Also, we see

that the performance of TDMA does not change much when the tags are located

between 0 to 1.5 m. However, when the distance increases beyond 1.5 m, a smaller

portion of the tags are located in the area where reader can access them using
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Table 4.2: Maximum Number of Tags at Different Distances.

C1G2 TDMA Token-MAC

Number of Tags @ 0.5 m 75.2 643.6 672

Number of Tags @ 1 m 97.3 645 672

Number of Tags @ 3 m 84.3 0 638.8

TDMA, which decreases the length of the Inventory round. Thus, the delay to

detect a new tag, when it can be detected, is decreased as the maximum distance

to the reader increases.

4.5.3 Maximum Number of Tags Supported

Our final set of simulations explores the maximum number of tags that each

protocol can support. In this set of simulations, we add a tag one at a time to

the network until the reader cannot detect the new tag within 1 minute. Three

simulation setups are evaluated where all tags are located at 0.5 m, 1 m and 3 m.

We run the simulations for each setup 50 times and provide the average of these

results.

Table 2 shows the results of these simulations. C1G2 is limited by the collision

problem that leads to a low tag support capability. The performance at 0.5 m is

lower than other two scenarios due to the capture effect. TDMA can theoretically

obtain an infinite capacity at short distance. While it is true that TDMA leads

to a very high number of tags supported at 0.5 m and 1 m, the number shown

in the table is not a limitation of the protocol, but a function of the maximum

Inventory round within 1 minute. However, as the reader cannot access those tags

located at 3 m for the TDMA protocol, the maximum number of tags at 3 m for

TDMA is 0. Token-MAC can also support a near-infinite capacity at all distances,

and the measured maximum number of tags in Token-MAC is also limited by the
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Figure 4.32: General energy harvesting system.

Inventory round. It is clear that Token-MAC provides good capacity. TDMA

achieves good capacity for short range, while C1G2 performs poorly with regard

to this metric.

The results from these three sets of simulations show that Token-MAC can

provide higher tag rates and better fairness than the C1G2 protocol. The TDMA-

based protocol achieves better results than Token-MAC for small distances, but

Token-MAC outperforms the TDMA protocol in tag rate and fairness for all dis-

tances greater than 1.5 m. As for delay for detecting entering tags, C1G2 performs

poorly due to the collision issue. TDMA performs well when the number of tags

is small, but the delay increases linearly with an increase in the number of tags.

Token-MAC performs the best of the three protocols in terms of the delay to

detect new tags.

4.6 Discussion

Both the experimental and simulation results show that TDMA performs very well

when the distances between the tags and the reader are short. If the distances

increase, the performance using TDMA drops dramatically. Here, we provide an

explanation for this behavior.
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In order to understand the poor performance of TDMA at large distances, we

need to understand the energy harvesting system within each tag [64]. A general

energy harvesting system can be described as shown in Fig. 4.32, where E ′ is the

energy received from the energy harvester, Ec is the energy consumed to operate

the tag, and El is the energy leakage from the energy storage device. Generally,

the energy can be stored in a capacitor or a rechargeable battery with maximum

capacity Emax. Also, the tag will stop operating when the energy stored in the

energy storage device, Estored, is less than a threshold, Ethreshold off . At that time,

the consumed energy, Ec, goes to 0 and only leakage El will reduce the energy

stored in the energy storage device. If the stored energy is greater than or equal

to a turn-on threshold, Ethreshold on, the tag will begin operation.

In an RFID system, the parameters Ec and El are determined by the RFID chip

on the tag and thus these two values are fixed. The parameters Ethreshold on and

Ethreshold off are based on the energy harvesting system and the power regulator,

and thus, are also determined. However, the value of E ′ changes based on the

transmitted power from the reader and the distance of the tag to the reader. For

a fixed transmitter power, when the tag is located close to the reader, E ′ will

be high, but as the distance between the tag and the reader increases, E ′ drops

rapidly. Thus, the location of the tag with respect to the reader will change the

system’s working state.

According to Fig. 4.10, we see that there is a big drop in the capacitor voltage

around 1.3 m. When the tag is located close to the reader, E ′ will be high enough

to surpass the Ec+El+Ethreashold on, so there is always sufficient energy to keep

the tag in operation. However, when the tag is deployed far from the reader (e.g.,

greater than 1.3 m, as shown in Fig. 4.10), E ′ is greatly reduced, and E ′ will

always be lower than the Ec+El+Ethreashold off . Thus, there will not be sufficient

energy to continuously run the tag. In this case, for the TDMA protocol, the

tags will lose synchronization at some point during the Inventory round when
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they cease operating due to lack of energy. As shown by the protocol operation

in Fig. 4.4, it is possible for one tag to wake up at the contention period and

obtain an assigned slot. However, if this tag cannot remain alive until its assigned

slot, it cannot respond to the reader. This severely impacts the performance of

the TDMA protocol in terms of both tag rate and fairness. It is possible that

an optimized TDMA protocol may lead to better performance when the tags are

in the range of 0 m to 1 m, but regardless of the specific design of the TDMA

protocol, the tags will often lose synchronization for distances greater than 1.3 m,

which causes problems for the TDMA protocol in RFID systems. This issue with

synchronization is unavoidable due to the hardware limitations of the tags and

the energy harvesting system.

For Token-MAC, the tag may not get a continuous power supply according

to the previous analysis when the tag is located at distances greater than 1.3 m.

However, there is no synchronization needed for Token-MAC. Even if the tag is

temporarily inactive before its own query round, it is possible for the tag to reply

to the reader in its own round. If the tag can accumulate enough energy before

its query round, it can utilize this energy to send a packet back to the reader,

which is possible as the tag does not consume or leak a lot of energy in other

tags’ query rounds. Thus, even if tags are located at distances greater than 1.3 m,

Token-MAC does not suffer from the loss of synchronization that causes TDMA

to have a reduction in tag rate and fairness after 1.3 m.

4.7 Conclusions

In this chapter, we propose and evaluate Token-MAC, a MAC protocol to im-

prove the fairness and throughput performance of RFID systems compared with

existing protocols. We compare the performance of Token-MAC with the standard

C1G2 protocol as well as a TDMA protocol using both small-scale implementation
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experiments and larger-scale simulations.

We first performed physical experiments using a testbed that consisted of

programmable Intel WISP passive RFID tags. Then, we developed simulation

models both for energy harvesting and the communication channel. These simu-

lation models are validated with the experimental results and are used to evaluate

the three methods investigated with larger network sizes.

The results of the experiments and the simulations show that Token-MAC can

provide higher tag rates, better fairness, and much shorter delay to detect an

entering tag compared with C1G2. Although the TDMA protocol provides better

performance than Token-MAC for small distances, Token-MAC outperforms the

TDMA protocol in terms of both fairness and tag rate for all distances greater

than 1 m. In terms of delay to detect an entering tag, which is a crucial metric for

mobile applications, Token-MAC performs better than TDMA for long distances

or for large numbers of tags. We also evaluate the maximum number of tags each

protocol can support at different tag-to-reader distances. In terms of this metric,

the TDMA protocol performs slightly worse than Token-MAC, up to 1m, after

which the TDMA protocol cannot read any tags. On the other hand, Token-MAC

is shown to read the highest number of tags for all distances.
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5 Range Extension for Passive

Radio Wake-up Systems

5.1 Introduction

Wireless Sensor Networks (WSNs) are composed of a number of sensor nodes that

can sense the physical environment (e.g., temperature, air quality, sound, pres-

sure), process the sensed data, and send the processed data to other nodes or to

the data sink(s) in the network. There are many potential applications for WSNs,

including smart grid monitoring, emergency response, military surveillance, home

security, and environment monitoring. As typically the sensor nodes are powered

by batteries, WSNs are highly energy constrained. Additionally, in some cases the

batteries attached to the sensor nodes are difficult or even impossible to replace.

Thus, minimizing the energy dissipation of a sensor node is a key problem in WSN

research.

Duty cycling, where the sensor node is periodically set to the sleep mode, is one

of the most commonly used methods to reduce the energy dissipation of a sensor

node. As communication between two nodes can only be achieved when both the

transmitter and the receiver nodes are awake, the duty cycles of all the nodes

must either be time synchronized so the nodes all wake up at the same time,

or idle listening is required until both the transmitter and receiver are awake
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simultaneously. However, both time synchronization and idle listening increase

the complexity of the MAC protocol and waste additional energy. Furthermore,

in order to reduce the energy dissipation of the nodes, the sensor nodes tend to

be kept in the sleep mode for the majority of the time, which increases the delay

for packet delivery. In the case of a mobile sink, the sensor node may be in the

sleep mode when the sink comes by to collect data, and thus the sink may miss

collecting that node’s data. Thus, duty cycling may not be suitable for some delay

sensitive applications.

Using a wake-up radio, a low power, secondary radio that is only used to wake

up the primary radio for communication, is another solution for prolonging the

lifetime of a WSN. Using a wake-up radio, the sensor node is only woken up when

communication is necessary. The cost for this approach is the additional hardware

needed on the devices, including a wake-up radio receiver (WuRx) and a wake-

up radio transmitter (WuTx). Each sensor node with a WuRx has two working

modes: sleeping mode and active mode. Most of the time, the sensors are kept in

an ultra-low power sleep mode, where they cannot communicate with other nodes

nor perform any computation. The sensor node may wake up periodically to sense

the environment and go back to sleep after the data is collected and stored in local

memory. Only when a surrounding node’s WuTx sends a trigger signal to start

data communication and the WuRx receives this signal, will the WuRx trigger

the sensor node to enter the active mode, at which point it can communicate with

other nodes in the network.

Two classes of wake-up radio devices have been developed: active wake-up

radios and passive wake-up radios. An active wake-up radio receiver requires a

power supply, which commonly is the battery of the sensor node. Most active

wake-up receivers provide good performance in terms of wake-up delay and wake-

up distance. On the other hand, passive wake-up radio devices are powered by

energy harvested from the WuTx signals (and hence do not require any energy
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from the sensor node’s battery), which reduces the energy consumption of the

sensor node but results in a shorter wake-up range than the active wake-up ap-

proach. As passive WuRxs utilize the energy harvested from the RF signals sent

by the WuTx, this approach extends the lifetime of the sensor network compared

to using active wake-up radios and using duty cycling.

However, there are several challenges for passive wake-up radio sensor net-

works. First, due to the limitations and efficiency losses in the energy harvesting

process, passive wake-up radio sensor nodes operate over a shorter communication

range and present longer wake-up delay than active wake-up radios. Additionally,

the performance of a passive WuRx may be affected by environmental conditions,

such as heavy rain, which may decrease the energy received by the WuRx, pos-

sibly making some sensor nodes inaccessible. Furthermore, in order to achieve a

reasonable wake-up distance, the WuTx needs to be designed to have a high en-

ergy transmission efficiency. As a result, it is difficult to build a multi-hop WSN

where each node is equipped with both a WuTx and a passive WuRx.

In our previous work, we developed one of the first implementations of a passive

wake-up radio sensor node. This node, called a WISP-Mote [99], combined an

Intel passive RFID device (a WISP) with a Tmote Sky mote. We determined the

performance of the WISP-Mote through field experiments, and we described the

advantages of using WISP-Motes compared with duty cycling through simulations

based on the field test measurements. The WISP-Mote is able to provide both

broadcast-based wake-up (waking up all nodes in range of the WuTx) and ID-

based wake-up (waking up a particular node by sending the ID of that node in

the wake-up signal).

Clearly, one way to extend the range of a passive wake-up radio sensor node

is to provide improved energy harvesting efficiency. Following this reasoning, we

combined a novel energy harvesting circuit we developed [68] with our WISP-Mote

to create a new device that we call an EH-WISP-Mote (Enhanced-WISP-Mote).
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In this chapter, we provide field experiments that show the EH-WISP-Mote can,

indeed, improve the wake-up range and reduce the wake-up delay compared with

the WISP-Mote. However, the EH-WISP-Mote contains extra hardware that is

necessary for ID-based wake-up, to decode a particular ID in the wake-up signal,

that is not required for broadcast-based wake-up.

Hence, we also describe the design of a novel wake-up radio sensor node, which

we call REACH-Mote (Range EnhAnCing energy Harvester-Mote), composed of

the energy harvesting circuit [68] and an ultra low power wake-up pulse generator

that uses a Maxim Integrated chip [69] as the WuRx, and a Tmote Sky mote as

the wireless sensor node. We implemented the REACH-Mote and characterized

its performance in terms of wake-up delay over a range of distances. The field test

results show that REACH-Mote can achieve a feasible wake-up range of about

11.2m, which is almost double that of any known passive wake-up radio.

In order to further improve the wake-up range performance, we enhance the

design of the REACH-Mote to create REACH2-Mote, with an improved wake-up

range achieved by applying an improved energy harvesting module and a sup-

ply voltage regulator. We perform a thorough evaluation of the performance of

REACH2-Mote, through both field tests of the hardware and through simula-

tions. We compare the performance of REACH2-Mote with that of REACH-Mote

as well as with another passive wake-up radio called the WISP-Mote [70]. The

field test results show that the REACH2-Mote can achieve an extended wake-up

range of 13.4m, which represents a 19% increase compared to the wake-up range of

REACH-Mote and a 220% increase compared to the wake-up range of WISP-Mote.

Based on the physical characterization of the REACH2-Mote and the WISP-Mote,

we developed a simulation model of the performance of the REACH2-Mote and

the WISP-Mote. Additionally, we model a conventional duty cycling approach

and an active wake-up radio approach [71]. Using these models, we perform sim-

ulations under a number of different network scenarios with a mobile sink (e.g., a
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data mule [72]) that traverses the network to collect data from the sensor nodes.

The simulation results show that REACH2-Mote can significantly extend the net-

work lifetime, while achieving a high packet delivery rate and low latency for the

scenarios we tested.

The remainder of this chapter is organized as follows. The description of the

hardware design of the EH-WISP-Mote, 1st generation REACH-Mote is provided

in Section 5.2, and the description of the hardware design of the 2nd generation

REACH2-Mote is provided in Section 5.3. Section 5.4 presents results from field

experiments using three passive wake-up radio designs (WISP-Mote, REACH-

Mote and REACH2-Mote). Simulation results under different network scenarios

using REACH2-Mote, WISP-Mote, an active wake-up approach and a duty-cycling

approach are provided in Section 5.5, and conclusions are drawn in Section 5.6.

5.2 REACH-Mote

A passive wake-up radio receiver (WuRx) does not use any energy from the sensor

node’s battery, instead, it utilizes the energy harvested from the signal sent by

the wake-up radio transmitter (WuTx). Thus, in order to achieve a long range

passive wake-up, the WuRx must include a high efficiency energy harvester. Also,

the wake-up circuit that triggers the MCU of the sensor node should operate

using as little energy as possible to further extend the wake-up range. Thus, an

efficient passive WuRx should be composed of a high efficiency energy harvester,

a low power wake-up trigger generator, and a wireless sensor node. Using these

components, we created a node called the REACH-Mote, as shown in Fig. 5.1 [67].

The REACH-Mote operates as follows:

• By default, the REACH-Mote is in the sleep mode, i.e., the MCU on the

Tmote Sky, which is an MSP430F1611, is put to LPM3 sleep mode [90] and

the radio on the Tmote Sky is turned off.
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Figure 5.1: REACH-Mote main system components.

• When a wake-up signal is sent by the WuTx of a nearby mote or base station,

the energy harvesting circuit receives the energy and outputs a DC voltage.

• The wake-up circuit generates a pulse once the DC voltage is higher than

1.5V , and this will trigger the sensor mote.

• The trigger forces the MCU on the sensor mote to be woken up, and then

the MCU turns on the radio, i.e., the CC2420 [91] on the Tmote Sky.

• After waking up, if the mote has data to send, data transfer commences.

• If the mote does not have data to send, or after the data transmission is

complete, the mote goes directly back to sleep mode (i.e., the MCU is set

to LPM3 and the radio is turned off).

The flow chart of the REACH-Mote operation is shown in Fig. 5.2

5.2.1 Energy Harvesting Circuit Design

The RF energy harvesting circuit enhances the wake-up ability of the REACH-

Mote, as a more efficient energy harvester increases the wake-up distance. In

this section, we describe the general design of the energy harvesting circuit and

interfacing principles, as well as motivate the choice of specific circuit components.
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Figure 5.2: REACH-Mote operation flow chart.

Figure 5.3: Architectural view of the REACH-Mote circuit and connections.
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Selection of Circuit Components

The overall aim of our design is to maximize the energy conversion from the front-

end antenna to the sensor node. To achieve this, as shown in Fig. 5.3, we carefully

tune a matching circuit to balance the input impedance seen from the antenna

side with the circuit load (i.e., the WuRx and Tmote Sky combination), as well

as use a voltage rectifier that also functions as a multiplier. The multiplier is

based on the classical Dickson’s voltage multiplier circuit (Fig. 5.4), which has a

number of stages connected in parallel, each stage being a series combination of a

diode and a capacitor. The advantage here is that because the capacitors appear

in parallel with respect to each other, the effective circuit impedance is reduced.

Hence, this makes the task of matching the antenna side to the load side simpler.

+

-

V
RF

+

-

V
Rectified

Figure 5.4: Dickson diode based multiplier.

As the peak voltage of the AC signal obtained at the antenna is generally

much smaller than the diode threshold [92], diodes with the lowest possible turn-

on voltage are preferable. Moreover, since the energy harvesting circuit operates

in the high MHz range, diodes with a very fast switching time need to be used.

Schottky diodes use a metal-semiconductor junction instead of a semiconductor-

semiconductor junction. This allows the junction to operate much faster, and

gives a forward voltage drop of as low as 0.15V . We employ diodes from Avago

Technologies, HSMS−2852 that have a turn-on voltage of 150mV , measured at
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0.1mA, because this specific diode is suitable for operating in the low power region,

typically considered as the range of power between −20dBm and 0dBm.

The selection of the number of multiplier stages has a major influence on

the output voltage of the energy harvesting circuit. While the output voltage is

directly proportional to the number of stages used in the energy harvesting circuit,

it also reduces progressively the current drawn by the load, which in turn impacts

the overall charging time. We set the number of stages to 10 as this ensures

sufficient output voltage of the circuit to drive the REACH-Mote at 915MHz.

Optimization Framework and Fabrication

The selection of the precise values for the matching circuit is undertaken through

an optimization framework, where a fixed input RF power is injected via the Ag-

ilent N5181 MXG RF signal generator, and the resulting changes in the output

voltage values are measured through the Agilent 34401A multimeter, while sweep-

ing the input frequency of the circuit. After we determine the frequency at which

the output voltage value reaches a maxima, we add the capacitor and inductor

components on the matching circuit as series and parallel, respectively, to change

the frequency of the peak response and draw it closer to 915MHz, which is the

RF frequency of the WuTx.

Table 5.1: Components Used to Build the Energy Harvester

Component Value Component Value

Series Capacitor 0.1 pF Stage capacitor 36 pF

Parallel Capacitor 1.0 pF Diode HSMS-2852

In order to ensure that energy transmission from the antenna to the circuit

occurs with minimal waste of energy, we use a fine granularity in the component

value selection, i.e., the capacitor value is varied from 0.1pF to 10pF with 0.1pF
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Table 5.2: Parameters Used in PCB Fabrication for Dual-Stage Circuit Design

Component Value

Laminate thickness 62 mil FR-4

Number of Layers 2-layer, one serves as a ground plane

Copper thickness 1.7 mil

Trace width 20 mil with 12 mil gap

Dielectric constant 4.6

Through-hole size 29 mil

step size. Similarly, the value of the inductor is changed from 1nH to 10nH with

1nH step size.

After selection of the series components, we repeat a similar procedure to find

the proper component values for the parallel connections of the matching network.

These iterations finally result in the peak voltage being attained at a frequency

very close to 915MHz. Fig. 5.5 shows the final fabricated PCB of our energy

harvesting module. The PCB is fabricated with FR-4 epoxy glass substrate and

has two layers, one of which serves as a ground plane. We select components with

values and ratings of their performance parameter as close as possible to the ones

obtained from the simulation. This data is summarized in Table 5.1 and Table 5.2.

5.2.2 Wake-up Circuit

Even with the high efficiency energy harvester circuit, the energy received from the

radio is limited. Thus, the wake-up circuit of the WuRx must meet the following

design requirements:

• The wake-up circuit must consume as low energy as possible, in order to

achieve a long wake-up range.
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Figure 5.5: Photo of the energy harvesting circuit on the REACH-Mote.

• The wake-up circuit must generate a rising edge of 1.8V to trigger the Tmote

Sky to wake up from the sleep mode.

• The trigger circuit must work on a variable support voltage, as the voltage

level output by the energy harvesting circuit is not stable.

Fig. 5.6 shows the wake-up circuit of the REACH-Mote. This circuit is an

adaptation of a normal relaxation oscillator with a differentiator and diode clamp

on the output to generate the pulse. The pulse width can be adjusted by varying

the value of the capacitor Cp and the resister Rp. The period of the pulse is

determined by the value of C1 and R1. In this design, we applied Cp = 1nf ,

Rp = 270kΩ, C1 = 130nF , and R1 = 8.2MΩ to generate a pulse of 100µs width

with a period of 1s. Using these values, the wake-up circuit requires only 1µA

with a supply voltage of 1.5V to 5V . Thus, with different input voltages from the

energy harvester, the voltage output of the wake-up circuit can trigger the MCU

on the sensor node. Note that this energy is drawn from the energy harvester
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Figure 5.6: Wake-up circuit of the REACH-Mote.

Figure 5.7: Photo of the wake-up circuit on the REACH-Mote.
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circuit and not from the node’s battery. Fig. 5.7 shows a photo of the wake-up

circuit.

5.2.3 Design of EH-WISP-Mote

As there is an existing passive wake-up sensor node, namely WISP-Mote [70],

we use our energy harvesting circuit to improve the performance of WISP-Mote.

We connected the energy harvesting circuit with the WISP-Mote to build an

EH-WISP-Mote (Energy Harvesting-WISP-Mote), in order to extend the wake-

up range of the WISP-Mote. The output of the energy harvester is connected

directly to the V cc pin, i.e., the power supply pin, of the WISP, and the ground

pin of the energy harvester is connected to the ground pin of the WISP. Thus,

the energy harvesting circuit is connected in parallel to the WISP to provide

additional energy harvesting capability, hence extending the wake-up range, while

retaining the ability to perform ID-based wake-up.

5.2.4 Integration of the REACH-Mote

We combine the RF energy harvesting circuit and the wake-up circuit as well as

the Tmote Sky to build the REACH-Mote (Range EnhAnCing energy Harvester-

Mote) passive wake-up radio sensor node [67]. When a wake-up signal is sent

by the WuTx, the energy harvesting circuit outputs a DC voltage. The wake-up

circuit starts to generate the pulse once the DC voltage is higher than 1.5V , and

this will trigger the mote and put the mote’s MCU into active mode in 5ms [93].

After waking up, the Tmote Sky starts the data transmission and goes back

to sleep after the data transmission is complete. The energy harvesting circuit

is a passive component that does not consume energy from the node’s battery.

The wake-up circuit is powered by the energy harvesting circuit, so the wake-

up circuit also does not drain energy from the battery. Thus, all of the energy
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provided by the REACH-Mote battery is used for sensing, data processing and

data communication, and no energy is wasted on unnecessary communication

overhead.

5.3 REACH2-Mote

REACH2-Mote incorporates some design enhancements to improve the wake-up

range compared with that of the REACH-Mote. In particular, two approaches

have been utilized to improve the efficiency of the wake-up design: improving the

output of the energy harvester circuit and lowering the voltage required to trigger

the MCU on the Tmote Sky to wake up.

For the first approach, in order to improve the output of the energy harvester

circuit, we note that the energy harvester circuit in the REACH-Mote works

as the battery supply for the wake-up circuit. Thus, increasing the number of

energy harvesters and connecting them serially can increase the output voltage of

the energy harvester, which can increase the voltage of the wake-up circuit and

potentially extend the wake-up range.

For the second approach, reducing the voltage required to wake up the MCU,

we exploited the fact that the Tmote Sky can work using different voltage values.

Typically, the Tmote Sky is powered by two AA batteries that provide a 3V

power supply. The MCU on the Tmote Sky, the TI MSP430 F1611, requires a

1.5V rising edge to be triggered with the 3V battery supply. However, a lower

supply voltage can potentially decrease the requirement for the trigger signal. We

designed a voltage regulator and a switch controlled by the Digital I/O of the

Tmote Sky to change the supply voltage of the Tmote Sky between 3V and 2.5V.

By applying this approach, the Tmote Sky can sleep at 2.5V voltage supply with

a lower voltage trigger wake-up requirement. After the MCU of the Tmote Sky

is woken up, the Tmote Sky then switches the supply voltage to 3V to obtain the
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Figure 5.8: Block diagram of the REACH2-Mote components.

best communication performance for the sensor node.

5.3.1 Operation of the REACH2-Mote

Fig. 5.8 shows the system diagram of the REACH2-Mote. The REACH2-Mote

operates following the flow chart shown in Fig. 5.9. In the following, we describe

the operation principles for REACH2-Mote.

• The REACH2-Mote remains in the sleep mode before the WuTx trans-

mits the wake-up signal, i.e., the MCU on the Tmote Sky, which is an

MSP430F1611, is put to LPM3 sleep mode [90] and the radio on the Tmote

Sky is turned off.

• The voltage regulator maintains the battery supply voltage of the REACH2-

Mote at 2.5V .
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Figure 5.9: Flow chart of the REACH2-Mote operation.

• When a wake-up signal is sent by a nearby WuTx, the energy harvesting

circuit receives the energy and outputs a DC voltage.

• The wake-up circuit generates a pulse once the DC voltage is higher than

1.2V and this will trigger a wake-up of the MCU on the sensor mote. Note

that the voltage requirement of wake-up has been lowered from 1.5V to 1.2V

because the supply voltage of the MCU is set at 2.5V .

• The MCU changes the Digital I/O (DIO) pin on the voltage regulator and

switches the power supply of the sensor node back to 3V .

• The MCU turns on the radio, i.e., the CC2420 radio on the Tmote Sky. As

the supply voltage is 3V at this time, the CC2420 can achieve a reasonable

communication range.

• After turning on the radio, data transfer is started if the mote has data to

send.
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• If the mote does not have data to send, or after the data transmission is

complete, the MCU switches the supply voltage back to 2.5V and the mote

goes back to the sleep mode (i.e., the MCU is set to LPM3 and the radio is

turned off).

The improved energy harvester circuit and the adaptation of the power supply

voltage for the Tmote Sky enable the REACH2-Mote to extend the wake-up range

compared with the REACH-Mote, as shown in Section 6.3.

5.3.2 Energy Analysis of the REACH2-Mote

A voltage regulator will require some energy from the node’s battery. However,

the lowered supply voltage also decreases the energy cost of the MCU during the

sleep state. Thus, a well selected voltage regulator is important to extend the

lifetime of the sensor node. The voltage regulator used in the REACH2-Mote

must meet the following requirements.

• The input voltage of the voltage regulator circuit is 3V so that the input

of the voltage regulator can share the same battery supply with the Tmote

Sky in active mode.

• The output voltage of the voltage regulator is 2.5V .

• The quiescent current of the voltage regulator should be as low as possible.

According to these criteria, we select the AMS AS1375-BTDT-25 [94] as the

voltage regulator, as this chip only requires a quiescent current of 1µA. We

also added a TI TPS2042B [95] to switch the supply voltage between 2.5V and

3V . Also, the switch consumes 1µA continuously. As the sleeping current of

the Tmote Sky is about 11.2µA, the energy cost of the sleeping REACH2-Mote

is 33µW (28µW for the sleeping mote, 2.5µW for the switch and 2.5µW for
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the voltage regulator) compared to the 33.6µW sleeping energy cost of a normal

Tmote Sky powered by a 3V battery. Thus, with the new voltage regulator and

switch system, the energy cost of the sensor node is lowered by 1.7% and the

wake-up voltage requirement of the REACH2-Mote is decreased. Although the

voltage regulator and the switch consume energy from the battery, this approach

reduces the overall battery consumption of the mote. Hence, we consider this

approach as a hybrid-passive WuRx approach.

5.4 Experiments and Field Tests

We performed field tests to evaluate the performance of the REACH-Mote and

REACH2-Mote. We use the field test results for the REACH2-Mote to build

a simulation model to evaluate the performance of REACH2-Mote in detailed

application scenarios.

5.4.1 Experiments and Field Tests for REACH-Mote

We evaluated the wake-up delay and wake-up distance performance of the REACH-

Mote through field tests and compared its performance with that of an existing

passive wake-up sensor node, namely WISP-Mote [70].

Experiments and Field Test Setup

We ran several experiments in an open-space environment (an empty gym). The

WISP-Mote is capable of both addressable wake-up and broadcast wake-up, but

the REACH-Mote is only capable of broadcast wake-up. Hence, we only evaluate

the performance of the WISP-Mote utilizing broadcast wake-up for this test for a

fair comparison. In our experiments, we tested the single-hop wake-up scenario,

assuming a base station with a WuTx transmits the wake-up signal to collect
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Figure 5.10: Field test set-up.

data on the REACH-Mote and WISP-Mote. The base station is composed of

a WuTx, a Tmote Sky and a laptop. The WuTx is composed of a Powercast

wireless transmitter [96] and an Impinj R1000 RFID reader [88] controlled by the

laptop. After the WuTx transmits the wake-up signal and wakes the sensor node

(REACH-Mote and WISP-Mote), the Tmote Sky on the sensor node transmits

a short ACK packet indicating the successful wake-up to the base station. We

evaluate the period between the start of the wake-up signal transmission and the

reception of the ACK packet. As there are no collisions occurring in this scenario,

this period represents the wake-up delay.

We placed the transmitter (WuTx) antenna 60cm above the ground and varied

the location of the REACH-Mote and WISP-Mote (WuRx) in both the horizon-

tal and vertical directions to evaluate their performances. If the mote does not

respond within 100s, we assume that it cannot be woken up at that particular



103

Figure 5.11: Wake-up delay (in seconds) for WuTx: combination of RFID Reader

and Powercast; WuRx: WISP-Mote. The delay limit of 100 seconds is used to

represent the locations where wake-up is not possible.

Figure 5.12: Wake-up delay (in seconds) for WuTx: combination of RFID Reader

and Powercast; WuRx: EH-WISP-Mote. The delay limit of 100 seconds is used

to represent the locations where wake-up is not possible.

location. Fig. 5.10 shows the field test setup.

Experiments and Field Test Results

The tests are repeated with 60cm increments in the horizontal direction (x-

direction) starting from 3cm from the WuTx and 30cm increments in the vertical

direction (z-direction), with 0 corresponding to the ground level. After each mea-

surement, the Tmote Sky is reset and the energy harvesting circuit is discharged.

Each data point in the figures represents the average of five tests.

As seen in Figs. 5.11, 5.12 and 5.13, the REACH-Mote can achieve a 11.2m

wake-up range, more than double the distance compared to that of the WISP-
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Figure 5.13: Wake-up delay (in seconds) for WuTx: combination of RFID Reader

and Powercast; WuRx: REACH-Mote. The delay limit of 100 seconds is used to

represent the locations where wake-up is not possible.

Mote, which achieves a 5.1m wake-up range. This is due to the ultra low energy

consumption of the proposed wake-up circuit and an optimized energy harvesting

circuit. EH-WISP-MOTE result in a 6.4m wake-up range, which shows the benefit

of adding the energy harvesting circuit for passive wake-up. Furthermore, the

longest range is achieved at 60cm height, which is the same height as the wake-up

transmitter.

5.4.2 Experiments and Field Tests for REACH2-Mote

Here, we provide the experimental results for the REACH2-Mote. As we see from

the previous results that the 60cm height achieves the best results vertically (z-

direction), the REACH2-Mote tests are performed only at this height. For these

experiments, the experiments are performed while varying both the x-direction

and the y-direction. Also, three sets of tests are performed during different days,

with one being a rainy day to evaluate the performance of REACH2-Mote under

different environmental conditions. Although these tests are performed indoors,

the rainy day increases the moisture of the air, which will decrease the performance

of the REACH2-Mote somewhat. Each set of tests is performed 3 times, and the

average values of the wake-up delays are calculated. The tests are repeated with

30cm increments in the x-direction starting from 3cm from the WuTx and 0.9m
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Figure 5.14: Wake-up delay (in seconds) for WuTx: combination of RFID Reader

and Powercast; WuRx: REACH2-Mote. The test is performed in the X and Y

directions with the height set at z = 60cm. The delay limit of 100 seconds is used

to represent the locations where wake-up is not possible.

increments in the y-direction. The other settings in these tests are the same as

the tests for the REACH-Mote and the WISP-Mote.

Fig. 5.14 shows the results of wake-up coverage for the REACH2-Mote. These

results show the average of three tests. Test 1 and Test 2 are performed on a clear

day, while Test 3 shows the results on a rainy day. We see that REACH2-Mote

can achieve a wake-up distance of 13.4m, which represents a 19% improvement

compared to the REACH-Mote. In the experiments, we find that the rainy day

achieves a 13.1m wake-up distance, which shows that the high moisture in the air

does little to degrade the performance of the REACH2-Mote.

In the Y-direction, as theWuTx on the base station is composed of a directional
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antenna, the result show that REACH2-Mote can be woken up at ±5.7m in the

y-direction. These results will be used in the modeling for the simulation in order

to further evaluate the performance of the REACH2-Mote in different network

scenarios.

5.5 Simulation Results

Due to the prototype phase of the hardware, we cannot build many REACH2-

Motes to perform a full scale test in a large network. In order to evaluate the

performance of the REACH2-Mote in a network scenario with multiple REACH2-

Motes, we build an energy harvesting model of the REACH2-Mote based on the

field test results. Also, we build a communication model for REACH2-Mote and

WISP-Mote as well as for an active wake-up scenario and for a duty cycling ap-

proach. In this way, we can compare the performance of these different approaches

for a range of network scenarios. Additionally, we build a simulation scenario for

a particular application, air pollution monitoring, and evaluate the performance

of these approaches for this application.

5.5.1 Models Created for the Simulation

In order to perform the simulations, we modeled the energy harvesting process of

the REACH2-Mote by measuring the wake-up delay. We assume that the sensor

node will be woken up when the energy harvester receives enough energy to trigger

the MCU. After that, we build a communication model for the communication

between the sensor nodes and the base station(s).
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Energy Harvesting Model

An energy harvesting model is developed to indicate the amount of energy har-

vested for the wake-up based on the locations of the WuTx and the WuRx. For

the energy harvesting model, we make the following assumptions. First, we as-

sume that the amount of energy that is harvested from the transmitter at a fixed

location (x, y) in a unit time is constant. We denote this location-specific constant

value with Eh(x, y). We assume that a wake-up circuit consumes Ec amount of

energy when it wakes up the MCU on the sensor node. Also, the capacitor leaks El

amount of energy per unit time when the wake-up circuit is not active. Thus, the

amount of energy in a REACH2-Mote capacitor at time t when it is not sending

a wake-up trigger to the MCU is

Et = Et−1 + Eh(x, y)− El, (5.1)

and the energy in the capacitor at time t when the REACH2-Mote is woken up is

Et = Et−1 + Eh(x, y)− Ec. (5.2)

Note that the leakage when the wake-up circuit is active is negligible because

Ec >> El. The values Ec and El are measured through field tests. To do this, we

charged the capacitor and turned on the wake-up circuit, and then measured the

voltage change on the capacitor to calculate Ec. Then we turned off the wake-up

circuit and measured the leakage El.

Assuming there is no energy stored at the beginning of the simulation, we

can calculate the energy stored in the capacitor of the WuRx. We measured the

voltage value on the capacitor (Cw) when it is just sufficient to trigger a wake-up.

Then we calculate the energy based on the following equation.

E ′
t =

1

2
CwV

′
t
2
. (5.3)
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Figure 5.15: Energy harvesting model for the simulations.

Let Td(x, y) define the wake-up delay when the REACH2-Mote is deployed

at location (x,y) relative to the base station. With the assumption of constant

energy harvesting at one location,

Eh(x, y) = E ′
t/Td(x, y). (5.4)

Note that as E ′
t is the energy that is barely sufficient to trigger a wake-up, this

represents the threshold energy to turn on the wake-up circuit.
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Fig. 5.15 shows the energy harvesting model we are using in the simulation

framework.

Communication Model

To compare the performance of the REACH2-Mote, WISP-Mote, an active wake-

up approach and duty cycling approach, we build communication models for these

approaches. Note that the approach of the active wake-up is based on the work

described in [71], as it is the only active wake-up with −72dBm sensitivity, i.e.,

long wake-up range. The communication is modeled based on time slots, where

each time slot is 10ms.

For REACH2-Mote we build the communication model based on the energy

harvesting model. When a sensor node is woken up, it performs carrier sensing

using its communication radio. The node will sense the channel immediately after

it wakes up. If the channel is clear, the sensor node will transmit its data to the

base station. The base station will provide an ACK once it successfully receives

the data. If the channel is busy, the sensor node will back off for a random number

of time slots. If the transmission is not successful, i.e., an ACK is not received

from the base station, the sensor node will back off for another random number

of time slots and re-transmit the data.

For WISP-Mote, we build the wake-up model based on the wake-up probability

model given in [70]. When the node is located in the wake-up range of the WuTx,

the node has a given probability to wake up. After the node is woken up, it acts

the same as the REACH2-Mote.

For active wake-up, we assume that the sensor node is woken up as soon as

the base station moves into the wake-up range of the sensor node. After that, the

sensor node performs carrier sensing in the same way as for the REACH2-Mote

and the WISP-Mote.
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For the duty cycling approach, the base station transmits a beacon packet once

every 8 time slots and waits for a response for the remaining 7 slots. If there is

no response from a sensor in these 7 slots, the base station transmits the beacon

packet again. The sensor node remains in the sleeping mode until a preset timer

wakes it up. The timer is set based on the ratio of active/sleep mode, which

represents different duty cycle values. After the sensor node is woken up by the

timer, it starts to listen for the channel for 8 time slots in order to guarantee not

missing the beacon signal if a base station is nearby. If the sensor node receives

the beacon packet, it will randomly select one of the next 7 slots to transmit

data to the base station. Otherwise, it will reset the wake-up timer and return

to the sleep mode. If the transmission to the base station is not successful due

to collisions, the sensor node will back off for a random number of time slots and

pick another random slot in the 7 slots to re-transmit the data.

For all four approaches, the sensor node will receive an ACK packet after a

successful transmission. The ACK packet notifies the sensor node that the base

station is still within its communication range and that no collisions occurred

during the data transmission. Thus, the sensor node can continue to transmit

other packets stored in its buffer. After emptying its buffer, or if the base station

goes out of communication range and no longer sends ACK packets, the sensor

node will not receive the ACK for a period of time and it will return to the sleep

mode.

5.5.2 Simulation Setup

To evaluate the performances of the investigated approaches, we consider two cat-

egories of application scenarios: one with a low data rate requirement and one

with a high data rate requirement. In the low data rate requirement scenarios,

the sensor nodes generate packets with a relatively long interval. This category

simulates the sensing tasks that do not require continuous monitoring, such as



111

air pollution control, temperature and moisture monitoring, where a measure-

ment/reading might be taken only once an hour or even once a day. On the

other hand a high data rate requirement sensing task generates packets much

more frequently and performs continuous sensing observations such as for hazard

monitoring.

The simulations are performed in Matlab and utilize the following simulation

setup.

• The sensor nodes are deployed randomly in an area of 200m× 200m.

• There are one or multiple mobile base stations that move with a random

direction mobility model with a speed of 10m/s [97].

• The nodes generate packets according to the designated packet generation

rate periodically and store these packets in their buffers. The sensor nodes

can have finite buffer size or infinite buffer size depending on the scenario.

For finite buffer size, the oldest packet is dropped when the buffer is full.

• For the wake-up scenarios, once the base station is within the wake-up range

of the sensor nodes, they wake up according to the model described in Sec-

tion 5.5.1.

• For the duty cycling approach, the sensor node wakes up according to its

internal timer.

• After the sensor nodes wake up, they apply the communication model de-

scribed in Section 5.5.1.

• Each simulation run lasts for 6 hours with a time step of 10ms.

In each category, both low data rate and high data rate, 4 sets of simulations

are performed as detailed below.
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1. Set 1: 100 sensor nodes in the 200m × 200m area. There is one mobile

base station collecting data. The sensor nodes have infinite buffer size.

The packet generation rate changes from 0.02 pkt/min to 0.2 pkt/min for

category 1 and 0.2 pkt/min to 2 pkt/min for category 2.

2. Set 2: the same as Set 1 except that the buffer size is 10 pkt instead of

unlimited.

3. Set 3: varying the number of sensor nodes from 100 to 1000. In these

simulations, the packet generation rate is set to 0.02 pkt/min for category

1 and 0.2 pkt/min for category 2.

4. Set 4: varying the number of base stations from 1 to 4. The packet genera-

tion rate is 0.02 pkt/min for category 1 and 0.2 pkt/min for category 2 with

unlimited buffer. The number of sensor nodes is 100.

We also implemented an air pollution monitoring scenario in simulation to

evaluate the performance of these approaches in a real application. In this sce-

nario, 100 sensor nodes are deployed along the road. Each node will collect air

pollution information once every hour. The base station moves along the designed

route to collect air pollution data once a day. The route is 10 kilometer long, and

the simulation runs for 2 days.

5.5.3 Simulation Results

In all of the simulations, we collect data for five performance metrics to evaluate

the performance of the different approaches.

• Average buffer size represents the memory requirement needed to store the

packets that have not been sent. The lower the average buffer size is, the

less memory is required on the sensor node.
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• Average collisions per packet represents the collisions that occur during the

communication with the base station. The higher the number of collisions,

the higher the re-transmission rate, which will cost additional energy.

• Average packet delay measures the delay between when a packet is generated

and when the packet is received by the base station. A high packet delay is

caused by missed wake-ups, short wake-up range or high collisions in data

transmission.

• Energy consumption per packet represents the energy efficiency in data

transmission. Packet re-transmission, unnecessary wake-up for the wake-

up approaches and unnecessary idle listening for the duty-cycling approach

will increase this value. A lower energy consumption per packet represents

a better energy-efficiency.

• Packet delivery rate (PDR) calculates the ratio between the number of pack-

ets generated by the sensor node and the number of packets delivered to the

base station.

Set 1 Simulation Results

Fig. 5.16 shows the performance of each approach with varying packet generation

rates from 0.02 pkt/min to 0.2 pkt/min (category 1). In this set of simulations,

there are 100 nodes deployed in the area and there is 1 base station moving

within the target area to collect the data. The buffer size is assumed to be

unlimited for sensor nodes in this set of simulations. We can see that none of the

approaches requires much buffer space, as the packet generation rate is relatively

low. The buffer requirements for REACH2-Mote are lower than for WISP-Mote as

the longer wake-up range increases the possibility of packet delivery. 0.1% duty

cycling, WISP-Mote and REACH2-Mote achieve a low collision rate. Among
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Figure 5.16: Simulation results for different packet generation rates from 0.02

pkt/min to 0.2 pkt/min. (100 sensor nodes, 1 base station, unlimited buffer)
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these, WISP-Mote is a little less than the others as the WISP-Mote provides a

low wake-up range, which decrease the probability of waking up multiple sensor

nodes at the same time to transmit data. 10% duty cycling provides the best delay

performance and REACH2-Mote and active wake-up perform almost the same as

the 10% duty cycling approach. REACH2-Mote and WISP-Mote result in the best

energy consumption performances, as both approaches are passive wake-up sensor

nodes. The active wake-up approach doubles the energy consumption compared

to the passive wake-up approaches. The 10% duty cycling results in the worst

energy efficiency, as expected since it wastes a lot of energy on unnecessary idle

listening. Although WISP-Mote performs well in terms of energy efficiency, it

results in the worst buffer requirement and delay result, as the wake-up range of

the WISP-Mote is short.

Fig. 5.17 shows the simulation results when the packet generation rate is varied

from 0.2 pkt/min to 2 pkt/min (category 2). This simulation aims to evaluate the

performance of each approach when the sensor nodes require high data transmis-

sion rate. Results show that all approaches, except REACH2-Mote and the active

wake-up approach, require higher buffer occupancies, as increasing the packet

generation rate leads to a lower packet delivery rate and more packets are stored

in the buffer for these approaches. Referring to the average packet delay and

packet delivery ratio results, we find that the REACH2-Mote and active wake-up

approach can deliver most of their packets, so that the REACH2-Mote and active

wake-up approach increase little when the packet generation rate increases. As

we do not implement addressable wake-up for the active wake-up approach, the

active wake-up leads to a high collision rate due to the large wake-up range, i.e.,

more nodes being woken up simultaneously. Note that for these results, when the

packet generation rate is 2 pkt/min, the results show the performance for each

approach in a heavy data rate scenario. Compared to duty cycling and the active

wake-up approach, the passive wake-up approaches result in a huge advantage in
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energy cost (50% less than the active wake-up approach and 90% less than the

0.1% duty cycling approach) with high packet delivery rate and low packet delay.

Also, passive wake-up requires less memory for the buffer compared with the other

approaches.

Set 2 Simulation Results

Fig. 5.18 shows the simulation results for the limited buffer case for low packet

generation rate scenarios and Fig. 5.19 shows that of high packet generation rate

scenarios. The packet generation rate varies from 0.02 pkt/min to 0.2 pkt/min

(category 1) and from 0.2 pkt/min to 2 pkt/min (category 2). For the packet

generation rate from 0.02 to 0.2 pkt/min, the results are similar to the unlimited

buffer results, as the low packet generation rate does not require much storage

in memory. The buffer constraint effect is more visible as the packet generation

rate increases. All approaches, except the active wake-up approach and 10% duty

cycling, achieve lower packet delivery rate performance with a limited buffer in

this scenario. REACH2-Mote can still provide a decent performance in terms of

packet delivery rate while requiring only 40% of the energy necessary for the active

wake-up approach and 0.7% of the energy necessary for the 10% duty cycling case.

For the simulation results when the packet generation rate is 0.02 pkt/min

and 2 pkt/min for the limited buffer scenario, REACH-2-Mote outperforms all

the other approaches in terms of energy efficiency. Active wake-up performs the

best in terms of packet delivery ratio and latency with about double the energy

consumption compared to REACH2-Mote. A high duty cycling approach performs

well in terms of packet delivery ratio and latency. However, duty cycling requires

much more energy than the different wake-up approaches.
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Figure 5.17: Simulation results for different packet generation rates from 0.2

pkt/min to 2 pkt/min. (100 sensor nodes, 1 base station, unlimited buffer)
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Figure 5.18: Simulation results for different packet generation rates from 0.02
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Figure 5.19: Simulation results for different packet generation rates from 0.2
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Figure 5.20: Simulation results as the number of nodes varies from 10 to 1000.
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Figure 5.21: Simulation results as the number of nodes varies from 10 to 1000.

(0.2 pkt/min, 1 base station, unlimited buffer)
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Set 3 Simulation Results

Fig. 5.20 and Fig. 5.21 show the results of the performance of each approach for

varying the number of sensor nodes in the network. These two sets of simulations

evaluate the scalability of each approach. For the low packet generation rate,

all approaches have decent packet delivery rate performance. For buffer size,

packet delay and average collision performance, duty cycling and active wake-

up decrease their performance dramatically with the increase in the number of

sensor nodes. On the other hand, the results for REACH2-Mote and WISP-

Mote increase little with the increase in the number of sensor nodes, which shows

a better scalability advantage over the other approaches. For the high packet

generation rate case, the collision rate increases for duty cycling and active wake-

up, while the packet delivery rate decreases. The WISP-Mote and REACH2-Mote

maintain a decent packet delivery rate with the increasing number of sensor nodes.

Reviewing all the results in this simulation set, we find that for a lower packet

generation rate (0.02 pkt/min), REACH2-Mote results in the best performance

in all metrics we evaluated compared to the other approaches. Especially for

the energy consumption result, REACH2-Mote requires only 30% of the energy

required for active wake-up and 40% of the energy required for 0.1% duty cycling.

For the higher packet generation rate scenario (2 pkt/min), REACH2-Mote can

save even more energy compared to the other approaches, while performing similar

to or better than the other approaches for the other metrics. WISP-Mote results

in the best collision result as the low wake-up range of WISP-Mote causes fewer

nodes to wake up simultaneously. However, WISP-Mote also results in the worst

latency performance due to the short wake-up range.
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Figure 5.22: Simulation results as the number of base stations varies from 1 to

10. (0.02 pkt/min, 100 sensor nodes, unlimited buffer)
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Figure 5.23: Simulation results as the number of base stations varies from 1 to

10. (0.2 pkt/min, 100 sensor nodes, unlimited buffer)
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Set 4 Simulation Results

Fig. 5.22 and Fig. 5.23 show the results of the performance of each approach

with increasing the number of base stations. The results show that increasing

the number of base stations can increase the performance for each approach.

Even with a high packet generation rate, all approaches can result in a good

packet delivery rate. The REACH2-Mote andWISP-Mote result in the best energy

efficiency performance compared to the other approaches.

Air Pollution Monitoring Scenario

Fig. 5.24 shows the simulation results for the air pollution monitoring scenario, in

which the base station moves along the designed route to collect air pollution data

from 100 sensor nodes once a day. The results show that all approaches require

limited buffer, as the packet generation rate is low. Also, the average collision

rate is very low for all approaches as this scenario represents a sparse network.

The packet delay is mainly caused by the interval between the visits of the base

station so that all approaches lead to high packet delays. The low duty cycling

approach leads to higher delay compared to the other approaches, as some nodes

miss the base station when it comes by. The results show that the REACH2-

Mote, WISP-Mote and active wake-up require much less energy compared to the

duty cycling approach. As the data rate of this scenario is relatively low, a duty

cycling approach wastes much of its energy on idle listening, especially for the 10%

duty cycling. The energy cost of the REACH2-Mote (108mJ) is only 41% of that

required for active wake-up (263mJ). Also, all wake-up approaches perform well

in terms of PDR. 10% duty cycling is the only approach that results in good PDR

among all the duty cycling approaches, as a lower duty cycle leads to a higher

probability of missing an opportunity to communicate with the base station.
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Figure 5.24: Simulation results for the air pollution monitoring scenario.
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Conclusions on Simulation Results

These 4 sets of simulations show that the REACH2-Mote and WISP-Mote provide

the best energy performance compared with all the other approaches. These two

approaches can save quite a bit of energy compared to the 0.1% duty cycling ap-

proach. Considering the 0.1% duty cycling performs worst among all duty cycling

approaches in terms of buffer size, latency and packet delivery rate, REACH2-Mote

and WISP-Mote outperform duty cycling in most metrics evaluated. Compared

to the active wake-up approach, REACH2-Mote and WISP-Mote result in huge

energy savings. REACH2-Mote can also provide better collision performance with

comparable performance in terms of buffer size and packet delivery rate compared

to active wake-up. As REACH2-Mote and WISP-Mote are both passive wake-up

sensor nodes, they result in very close energy consumption performance. How-

ever, as WISP-Mote provides a shorter wake-up range, REACH2-Mote outper-

forms WISP-Mote in terms of buffer size requirement, latency and packet delivery

rate.

The pollution monitoring scenario analysis shows us that the duty cycling

approach is not suitable for a low collection rate scenario. All wake-up approaches

perform well in this scenario, but the REACH2-Mote results in the highest energy

efficiency.

5.6 Conclusions

In this chapter, we presented the design and evaluation of the REACH2-Mote

passive wake-up radio sensor node, which utilizes energy harvesting and an efficient

wake-up circuit for extended wake-up range. We evaluated our implementation of

the REACH2-Mote through field tests and compared its performance with that of

the 1st generation REACH-Mote and the WISP-Mote, an existing passive wake-

up sensor node. The field test results show that REACH2-Mote can extend the
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wake-up range to 13.4m compared to a 11.2m wake-up range for the REACH-Mote

and a 5.1m wake-up range for the WISP-Mote. As the communication range of

the Tmote Sky is 30m, the REACH2-Mote can achieve a wake-up range that is

almost half of the communication range of the Tmote Sky. Thus, the REACH2-

Mote is a passive wake-up sensor node that can be deployed in real wireless sensor

networks. Also, as the WuRx of the REACH2-Mote requires less battery energy

while waiting for a wake-up signal from the WuTx compared to a Tmote-Sky,

more battery energy on the REACH2-Mote can be used for either sensing the

data or transmitting the data to base station, eliminating most of the overhead

in communications.

In order to evaluate the performance of REACH2-Mote in a network, we mod-

eled the hardware of the REACH2-Mote and evaluated its performance through

simulations. We compared the results with that of a network employing WISP-

Motes, an implemented active wake-up approach, and a duty cycling approach.

The results show that the REACH2-Mote outperforms the other approaches in

energy efficiency, while performing comparable to the other approaches in terms

of packet latency and packet delivery performance with higher scalability.
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6 Multi-hop Passive Radio

Wake-up for Wireless Sensor

Networks

6.1 Introduction

A wireless sensor network (WSN) is composed of a set of sensor nodes, also known

as motes, that monitor physical or environmental conditions, such as temperature,

sound, or video. The sensor nodes form an ad-hoc network to transmit data to

one or more data sinks in the network. A wireless sensor node is typically com-

posed of various types of sensors to collect data, one or more processing units

to handle the data collected, memory to store the data before transmission, a

power source (frequently a battery), and a transceiver for wireless communica-

tions. Since most sensor nodes are battery powered, limited battery capacity can

constrain the overall lifetime of the sensor network.

There are several methods proposed in the literature to extend the network

lifetime of a WSN. Duty cycling is one of the most widely studied approaches,

which schedules data reception, data transmission, and inactive sleeping periods

at regular intervals. During its sleep periods, a node neither transmits nor re-

ceives data. This approach requires synchronization of adjacent sensor nodes, as
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successful communication depends on the transmitting and receiving sides to be

active simultaneously. These synchronization activities incur overhead and result

in idle listening, since the nodes regularly switch to the reception mode whether

or not there is a communication destined to them. Both the overhead incurred

and the resulting idle listening consume battery energy, reducing the lifetime of

the node and hence the WSN.

Another approach to extending network lifetime is to use wake-up radios, which

do not suffer from the idle listening of duty cycling radios, by utilizing an on-

demand RF wake-up radio hardware. A sensor node with an RF wake-up radio

receiver (WuRx) is kept in an ultra-low-power sleep mode, neither transmitting

nor receiving data. A wake-up transmitter (WuTx) sends a trigger signal to begin

data transmission. When the WuRx receives the trigger signal, it wakes up the

mote from the sleep mode, bringing it into the active mode. Then, the mote begins

data transmission. This on-demand wake-up eliminates the energy waste caused

by the unnecessary idle listening and synchronization of duty cycling, albeit with

the cost of additional wake-up hardware.

There are two types of wake-up receivers. Active wake-up receivers utilize

energy from a battery. They have the advantage of better wake-up performance

in terms of wake-up range and wake-up delay. However, active wake-up receivers

consume energy from batteries, which are also used to power sensors and to trans-

mit data. On the other hand, passive wake-up receivers are powered by energy

harvested from the WuTx. A passive WuRx has the advantage of not using any

energy from the battery. One caveat of this system is the limitation of the wake-

up range due to the limitations in the WuRx’s ability to harvest enough energy

to generate an interrupt for the MCU on the sensor node. Furthermore, as pas-

sive WuRxs are powered by harvested energy, the WuTx is generally designed

to transmit as much energy as possible, in order to achieve a reasonably long

wake-up range. This makes it difficult to build a multi-hop WSN featuring motes
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equipped with both a passive WuRx and a WuTx. Thus, passive wake-up sensor

nodes are often used in applications with a mobile data sink that can transmit

the large energy required for the WuTx. For example, applications such as air

pollution monitoring in a city or meter data collection for a smart grid applica-

tion require sensor nodes to collect data periodically, but this data must only be

communicated when a mobile sink (e.g., a data mule [113]) arrives to collect the

data.

In our previous work [98], we proposed a high efficiency passive wake-up ra-

dio receiver called REACH-Mote, which utilizes an energy harvesting module

and an ultra-low-power wake-up pulse generator to increase the passive wake-up

range. We characterized the performance of the REACH-Mote and compared the

performance of the REACH-Mote with other passive wake-up radio approaches,

specifically the WISP-Mote [99] and the EH-WISP-Mote [98]. In this chapter,

we propose a sensor node equipped with both a passive WuRx and a WuTx. We

name this new mote the MH-REACH-Mote (Multi-hop-Range EnhAnCing energy

Harvester-Mote). The MH-REACH-Mote can wake up other REACH-Motes and

other MH-REACH-Motes, creating a multi-hop passive wake-up network. The

MH-REACH-Mote is composed of: a Tmote-Sky sensor node; a passive wake-

up receiver identical to REACH-Mote’s WuRx; and an RFID reader by AMS

as the WuTx [100]. We adjust the duration of the wake-up signal sent by the

WuTx to evaluate the achieved wake-up distance versus the corresponding en-

ergy cost. These field tests show that an MH-REACH-Mote can wake up other

REACH-Motes and MH-REACH-Motes at a reasonable distance using only a

small amount of energy, enabling the creation of a multi-hop wake-up network

with passive WuRxs. In order to determine the benefit of a multi-hop wake-up

network with passive WuRxs, we compare the performance in terms of energy

consumption of an MH-REACH-Mote with the performance of a 65µW active

wake-up sensor node [105] as well as the performance of a low power listening
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approach used for very low duty-cycle operation [101].

The remainder of this chapter is organized as follows. The description of the

hardware design of the MH-REACH-Mote is provided in Section 6.2. Section 6.3

presents results from field experiments. Section 6.4 evaluates the energy perfor-

mance of different settings of the MH-REACH-Mote and compares the energy

performance of the MH-REACH-Mote with an active wake-up sensor node and a

low power listening (LPL) approach. Conclusions are drawn in Section 6.5.

6.2 Hardware Implementation of the MH-REACH-

Mote and a Multi-hop Passive Wake-up Sen-

sor Network

6.2.1 MH-REACH-Mote

Although any sensor node device with an MCU with low-power modes can be used,

we used the Tmote-Sky platform to build the multi-hop wake-up sensor node (MH-

REACH-Mote). The Tmote-Sky consumes very low energy while sleeping, which

helps to conserve battery power and extend the node’s lifetime. The Tmote-Sky

can be woken up from sleep by a rising/falling edge triggered by the passive WuRx,

as described in [98]. In order to achieve multi-hop wake-up, the MH-REACH-Mote

must also include a WuTx component that can be triggered by the Tmote-Sky,

e.g., through the Tmote-Sky’s digital I/O pins to control the WuTx’s activity.

The entire sensor node requires only one power source, shared by the Tmote-Sky

and the WuTx. Due to this approach, it is necessary to use energy judiciously in

both the Tmote-Sky and the WuTx to optimize the sensor’s lifetime.

Several desired characteristics were considered in the design and creation of a

complete sensor node, equipped with both aWuTx and a passive WuRx, including:
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Figure 6.1: Block diagram of the MH-REACH-Mote.

• A sensor node must be able to be reliably woken up from sleep by its WuRx

responding to a wake-up signal.

• A 3V battery must power the entire sensor node. Since the Tmote-Sky uses

two AA (1.5V ) batteries, ideally the WuTx should share this 3V source.

• The WuTx must be able to be controlled by the Tmote-Sky.

• The WuTx must be able to wake up other nearby sensor nodes equipped

with a passive WuRx.

• The WuTx must be very energy efficient, in order to maximize the wake-up

range without significantly decreasing the node’s battery level.

• The WuTx may not need to send any address or implement security, but its

design ideally will not prohibit a secure, addressable passive wake-up radio

system from being implemented in the future.

We selected the AMS AS3992 UHF RFID Reader as the WuTx for the sensor

node [109], as this is a low power, single chip solution. Moreover, it provides
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Figure 6.2: Hardware of the MH-REACH-Mote.

the option of building an addressable wake-up radio solution based on an RFID

protocol, leaving the door open for the implementation of a secure, addressable

passive wake-up radio system. This WuTx is controlled by the Tmote-Sky through

a TI TPS2560DRC switch [110]. We combine the Tmote-Sky, the AS3992 board,

and the REACH-Mote’s WuRx [98] to build the new sensor node, MH-REACH-

Mote, equipped with both a WuTx and a passive WuRx. Fig. 6.1 shows a block

diagram of this MH-REACH-Mote, and Fig. 6.2 shows the hardware components

of the MH-REACH-Mote.

6.2.2 Multi-hop Passive Wake-up Sensor Network

Each node in our multi-hop passive wake-up sensor network can function either as

a multi-hop node, which sends a wake-up signal to wake-up other nodes, or as an

edge node, which does not send a wake-up signal as no other node is located in its

wake-up range. Each node must determine periodically whether it is a multi-hop

node or an edge node in order to determine whether or not to transmit a wake-up
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signal once it is woken up by the sink or by another node in the network.

All nodes in our multi-hop passive wake-up sensor network remain in the sleep

mode, with the passive WuRx scanning for a wake-up signal. A mobile sink (or

other designated node) provides the initial wake-up in our system. As the sink

goes by an area of the network, the WuTx on the sink wakes up all nodes in the

vicinity of the sink. Any node that was woken up by the sink sends its data to

the sink, and, if it is a multi-hop node, it also transmits a wake-up signal to wake

up other nodes in its wake-up range. If it is an edge node, after transmitting its

data to the sink, it returns to the sleep state until the next wake-up event.

Specifically, the protocol run by the nodes is as follows:

• When first deployed, an MH-REACH-Mote powers up and goes into the

initialization, or Init, state.

• In the Init state, the MH-REACH-Mote transmits a wake-up signal through

its WuTx, attempting to wake up nearby nodes. A timer is set to fire at

the end of the wake-up signal transmission period. Simultaneously, the

radio on the Tmote-Sky is set to receiving mode, and listens for incoming

messages. If a packet is received before the timer fires, the MH-REACH-

Mote is defined as a multi-hop node. Otherwise, it is defined as an edge

node. Note that although an edge node might not have any other node in

its wake-up coverage, it might be in another node’s wake-up coverage due

to the directorial antennas used.

• Next, the MH-REACH-Mote sets a timer for data sensing and enters into

the sleep state.

• The MH-REACH-Mote will remain in the sleep state until either the timer

for sensor data fires, or it receives a wake-up signal from its WuRx.
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• When the timer for sensor data fires, the MH-REACH-Mote enters into the

sense state, and collects and stores the new data in memory. The MH-

REACH-Mote then returns back to the sleep state.

• When the MH-REACH-Mote receives a wake-up signal from its WuRx, it

enters into the wake-up state if the MH-REACH-Mote is a multi-hop node.

Otherwise, if the MH-REACH-Mote is an edge node, it enters directly into

the transmit state.

• An MH-REACH-Mote that entered into the wake-up state transmits a wake-

up signal through its WuTx to wake up other MH-REACH-Motes. Then,

the MH-REACH-Mote enters into the transmit state.

• An MH-REACH-Mote in the transmit state will send its own stored data

to the sink. We assume that if a node is woken up, it is in the transmission

range of the sink, and hence the communication is direct from the node to

the sink. After sending the data, the MH-REACH-Mote returns to the sleep

state.

• In dynamic topology scenarios, the node can return to the Init state pe-

riodically to see if it should change its type between multi-hop and edge

node.

Fig. 6.3 shows the state diagram of the MH-REACH-Mote operation.

6.3 Experiments

We developed the MH-REACH-Mote prototype that is illustrated in Fig. 6.2.

Here, we evaluate the wake-up coverage as well as the energy cost of the MH-

REACH-Mote based on field tests of this prototype.
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Figure 6.3: State diagram of the MH-REACH-Mote operation.

6.3.1 Characterization of Wake-up Range and Energy Con-

sumption for the MH-REACH-Mote

We performed two sets of field tests to evaluate the wake-up coverage area of the

MH-REACH-Mote. In the first set of tests, two MH-REACH-Motes were placed

60cm above the ground in an indoor environment. Both the transmitting node and

the receiving node were connected to a S9028PCR circular polarity RFID panel

antenna with a gain of 9dBiC [111], where dBiC (isotropic circular) is the forward

gain of an antenna compared to a circularly polarized isotropic antenna [112]. We

measured the maximum wake-up range with different durations of wake-up signal

transmissions, varying from 30ms to 10s. 30ms is the time for a Tmote-Sky to

transmit 12 bytes of data. Hence, the MH-REACH-Mote can use the time when

it is performing data transmission to simultaneously transmit the wake-up signal.

A longer wake-up signal transmission provides more energy to the receiving
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node and does achieve a slightly longer wake-up range. However, this comes at

the cost of increased energy consumption at the transmitting node, due to the

extended time the wake-up signal is being sent. The purpose of this set of tests

was to characterize the relationship between the duration of the wake-up signal

transmission and the wake-up range.

Table 6.1 shows the maximum wake-up range and the energy consumed by

the MH-REACH-Mote for different wake-up transmission durations in the first

set of field tests. The measurements shown correspond to the average of three

sets of measurements with a variance less than 15cm. The results show that

the maximum wake-up range is 9.4m, achieved when the wake-up signal was

transmitted for 10 seconds. Even when the MH-REACH-Mote is only turned

on for 30ms, which costs only 0.11J energy, the wake-up distance is found to be

8.8m by using the WuRx’s high efficiency energy harvesting module and high gain

directional antenna. Increasing the wake-up signal duration from 30ms to 2s does

not increase the wake-up distance as the AS3992 in the WuTx transmits a high

energy pulse along with a Query command in the beginning of the transmission

according to the RFID protocol. After the high energy pulse, the AS3992 lowers

its energy transmission and waits for a couple of seconds and transmits another

pulse. Thus, increasing the signal duration more than 300 times to 10s, with

a cost of 23.54J , which costs 214 times additional energy compared to a 30ms

signal, only increases the wake-up range by 60cm, or about 6%, which may not

be a good trade-off for many applications. However, for applications that require

the maximum wake-up range, the node lifetime may be traded off to achieve an

extended wake-up range.
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Table 6.1: Wake-up Range and Energy consumption for different wake-up signal

durations

Wake-up Signal Duration 30ms 100ms 500ms 1s

Wake-up Range (m) 8.8 8.8 8.8 8.8

Energy Consumption (J) 0.11 0.29 1.35 2.41

Wake-up Signal Duration 2s 3s 5s 10s

Wake-up Range (m) 8.8 9.1 9.1 9.4

Energy Consumption (J) 4.66 7.36 12.54 23.54

6.3.2 Performance of MH-REACH-Mote in a Multi-hop

Network

We perform the second set of field tests to evaluate the multi-hop performance

of the MH-REACH-Mote when it cooperated with a mobile base-station moving

along a pre-defined path. This is a realistic scenario such as when a car, which

acts as a data mule [113], drives along the road and wakes up the sensor nodes

deployed on the side of the road (e.g., on mailboxes, on street signs, etc.). After a

sensor node along the side of the road is woken up, it transmits a signal to wake

up the other nodes located further away (e.g., on a house or building nearby).

Then, all nodes send the data to the data mule.

The base-station we used was a combination of an Impinj RFID reader [114]

and a Powercast energy transmitter [115]. Based on our previous work [98], the

WuRx on a REACH-Mote can be triggered at a distance of 11.2m from the base-

station within 120 seconds. In order to ensure a quick wake-up, we deployed the

MH-REACH-Mote 10.6m from the moving path of the base-station to ensure a

stable and quick wake-up within 5 seconds. In this field test, the mobile base-

station moves along the path to wake up the first MH-REACH-Mote when it
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Figure 6.4: Multi-hop wake-up coverage with base-station assistance.

comes close to it. After this MH-REACH-Mote is woken up, it acts as a multi-

hop node and wakes up a second, farther MH-REACH-Mote. As the base-station

can continuously transmit energy, this can pre-charge the WuRx on the second-

hop MH-REACH-Mote before the first-hop MH-REACH-Mote starts transmitting

the wake-up signal. Thus, the base-station can potentially improve the wake-up

range of the second-hop MH-REACH-Motes.

Fig. 6.4 shows the wake-up range results of the second set of field tests, where

the second MH-REACH-Mote is placed in different locations to test the wake-up

range of the second-hop. In this test, the mobile base-station moves towards the

direction indicated in Fig. 6.4, transmitting a wake-up signal along its path. An

MH-REACH-Mote along the moving path of the base-station is woken up by the

base-station and transmits a wake-up signal with a constant duration of 30ms

to wake up a second MH-REACH-Mote. As the wake-up signal received by the

WuRx is a combination of the signal transmitted by the MH-REACH-Mote and

the base-station, we expect the wake-up range can get extended in this scenario.
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We evaluate the performance of wake-up coverage of this 2-hop passive wake-up

sensor network. We found that the maximum wake-up range between the first

hop MH-REACH-Mote and the second hop MH-REACH-Mote is 10.3m, which

represents a 1.5m (17% improvement) increase with the assistance of the base-

station compared to the previous result with a 30ms wake-up signal. This result

is achieved when the base-station and two MH-REACH-Motes are all aligned in

a straight line. Additionally, with the assistance of the base-station, the wake-up

range is always found to be above 9.4m. This minimum wake-up range of 9.4m

corresponds to the case when the base-station is horizontally aligned with the first

MH-REACH-Mote, and the second MH-REACH-Mote is vertically aligned with

the first one.

6.3.3 Analysis of MH-REACH-Mote Lifetime

In order to evaluate the potential lifetime of the MH-REACH-Mote, we measure

the current consumption of the WuTx as well as the Tmote-Sky. We also assume

that the MH-REACH-Mote is powered by 2 AA batteries and each battery can

provide 1800mAh. Also, we assume that the nodes are waking up other nodes

every 4 hours. Under these assumptions, Table 6.2 shows the node lifetime for

the different wake-up ranges. As shown in Table 6.2, since a wake-up range of

8.8m only requires the WuTx to be transmitting the wake-up signal for 30ms,

the node can remain operational for more than 5000 days, achieving a lifetime of

more than 14 years. However, as the wake-up range requirements increase, the

node lifetime decreases dramatically. If a node needs to achieve a wake-up range

of 9.4m, the node lifetime decreases to 134 days, which may still be an acceptable

node lifetime for some applications. Note that the energy cost of the data sensing

as well as the battery leakage are ignored in evaluation.
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Table 6.2: Energy consumption and node lifetime for different wake-up signal

durations

Wake-up Signal Duration 30ms 3s 10s

Wake-up distance (m) 8.8 9.1 9.4

Node Lifetime (days) 5376 413 134

Figure 6.5: Working scenario for MH-REACH-Mote.

6.4 Lifetimes for MH-REACH-Motes, ActiveWake-

up Motes and a Low Power Listening Ap-

proach

In order to determine the benefit of multi-hop passive wake-up in the context of

a wireless sensor network, we compare the performance of an MH-REACH-Mote

network with that of a network that consists of active wake-up radio motes de-

scribed in [105] with 65µW energy consumption as well as a low power listening

approach proposed for very low duty-cycles [101]. We assume that nodes in the

network are deployed at three different instances as illustrated to be on the mail-

box, house and trees along a road, in Figs. 6.5, 6.6 and 6.7. A mobile car, working

as a base station, drives along the road to wake up each node and collect data,

for example, air pollution data [116].
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Figure 6.6: Working scenario for active wake-up.

Figure 6.7: Working scenario for low power listening approach.

For the MH-REACH-Mote scenario, all MH-REACH-Motes are in the sleep

mode most of the time. The mobile car, working as a data sink, continuously sends

a wake-up signal to wake up the MH-REACH-Motes around it while driving along

the road. After the first-hop MH-REACH-Motes, located on the mailbox, are

woken up, they transmit a wake-up signal to the second-hop, farther MH-REACH-

Motes deployed on the house. Then, the second-hop MH-REACH-Motes transmit

the wake-up signal to the third-hop MH-REACH-Motes located on nearby trees.

After the nodes are woken up, they transmit their data directly back to the mobile

car (since the transmission range of the radio ensures that even the nodes in the

third level can reach the mobile car directly). Fig. 6.5 shows the working scenario

using MH-REACH-Motes.

For the active wake-up radio network scenario, the nodes are also in the sleep

mode most of the time. However, during this time in the sleep mode, the active

WuRx is dissipating a constant 65µW . The mobile car sends a wake-up signal

along the road, which wakes up all three sensor nodes on the mailbox, house and

trees. After the sensor nodes are woken up, they send their data to the mobile
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Figure 6.8: Operation of the low power listening protocol.

car. Fig. 6.6 shows the working scenario for this active wake-up.

Fig. 6.8 shows the communication protocol for the low power listening (LPL)

scenario we evaluated. The base station continuously sends a long preamble while

driving along the road. The preamble lasts for 300ms, followed by a 30ms gap

in order for the base station to listen for a response packet sent from the sensor

nodes. All nodes are kept in the sleep mode most of the time, and they wake up for

5ms periodically according to an internal sleep timer T to listen for the preambles

and check if the base station is located within their communication range. If the

node wakes up and the base station is located within its communication range,

like LPL Sensor Node 1 in Fig. 6.8, the node sends its data to the base station and

goes back to sleep. Otherwise, the sensor node goes back to sleep for 30ms and

listens to the channel again for the possibility that the first listening coincided

with the gap between two preambles, as with LPL Sensor Node 2 in Fig. 6.8. If

the base station is located within the communication range of the sensor node,

this approach can guarantee a wake-up. If the sensor node does not receive a

preamble in either of these two listening intervals, the sensor node goes directly

back to sleep for a time T .

The value of the sleep timer T should ensure a successful wake-up whenever
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the mobile base station is passing by the sensor node. As the Tmote-Sky sensor

node can achieve a 125m outdoor communication range [117], the speed of the

base station determines the maximum period T . The two different speeds of the

mobile base station we evaluated are 10m/s and 20m/s. Thus, the sleep timer T

should be less than 25 and 12.5 seconds. In our evaluations, we considered the

case of 25 and 12.5 seconds, respectively.

For all three of these scenarios, we assume:

• No collisions occur during the data transmission.

• All sensor nodes are located within the communication range of the data

sink.

• All sensor nodes in the active wake-up scenario are located within the wake-

up range of the data sink.

• All nodes return to the sleep mode once they finish their data transmissions.

• The data sink does not have any energy constraints.

• Each node is powered by 2 AA batteries with 1800mAh energy.

Table 6.3 shows the energy consumption of the different components of the

MH-REACH-Mote, the active wake-up radio mote [105] [110] and the LPL mote.

Fig. 6.9 shows the network lifetime for different intervals between when the

base station collects data. As the TI TPS2560DRC switch on the MH-REACH-

Mote’s WuTx only leaks 0.1µA from the battery during the sleeping period [110],

the MH-REACH-Mote can achieve much higher energy efficiency compared to the

active WuRx approach as the interval between two wake-up events increases. The
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Table 6.3: Energy consumption for components of the MH-REACH-Mote, an

active wake-up radio mote [105] and an LPL mote [101]

Operation Average current consumption Duration

Tmote-Sky transmit

12 byte packet 18.35mA 30ms

Tmote-Sky in sleep mode 11.2µA Continuous

MH-REACH-Mote send

wake-up signal 1.25A 30ms

Current leakage of TI

TPS2560DRC switch 0.1µA Continuous

Active wake-up 65µW Continuous

Low Power Listening 18.35mA 5ms
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Figure 6.9: Comparison of node lifetime using an MH-REACH-Mote, an active

wake-up radio mote [105] and a low power listening sensor node.



147

MH-REACH-Mote can achieve longer lifetime than active wake-up for average

intervals between successive base station data collections of 30 minutes or more,

which is a common scenario for a sensor network with regular data collection such

as daily or even weekly temperature/moisture data collection and air pollution

monitoring.

This observation also applies to the low power listening approach. For every

25 or 12.5 seconds, the sensor node will wake up from sleep state and check if

the base station is close by. If the base station is not within the communication

range, this process will waste 0.5505mJ energy. This low power listening strategy

wastes a lot of energy for unnecessary wake-ups especially for longer interval arrival

times of the base station. As this low power listening approach does not have

continuous energy consumption except for the 11.2µA current draw in sleep mode,

this approach consumes less energy than the 65µW active wake-up and results

in longer lifetimes compared to active wake-up. As this approach periodically

wastes energy on listening for the channel, a huge amount of energy is wasted

if the communication between base station and sensor node occurs infrequently.

Thus, the MH-REACH-Mote can achieve better energy efficiency than this low

power listening approach for average intervals between successive base station

data collections of 2 hours or more.

Further increasing the interval between successive data collections to a week

extends the network lifetime of MH-REACH-Mote to 6600 days, which represents

almost three times the network lifetime of the active wake-up radio sensor network

and 50% longer lifetime compared to the low power listening approach. As the

energy cost of the data sensing as well as the battery leakage are ignored in the

calculation, the actual lifetime for nodes in the application could be potentially

less than this calculation. Also, we notice that the increasing rate of the node

lifetime goes down with an increase in the wake-up interval for longer wake-up

intervals. This is because a greater portion of the energy is consumed by the
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Figure 6.10: Comparison of energy overhead of an MH-REACH-Mote, an active

wake-up radio mote [105] and a low power listening sensor node.

Tmote-Sky during the sleep period when the wake-up interval is long.

As the network lifetime is affected by the energy consumption of the Tmote-

Sky, we also evaluate the average overhead costs for the different approaches.

For the MH-REACH-Mote, the WuTx and the TI TPS2560DRC switch are the

main sources of overhead energy consumption. For the 65µW active wake-up

sensor node, the energy cost for the active wake-up circuit (WuRx) dominates the

energy overhead cost. For the low power listening sensor node, the unnecessary

wake-ups to probe the channel are the key energy overhead. Thus, we evaluate the

energy overhead for these three approaches. The results are shown in Fig. 6.10,

which does not include the energy cost of the Tmote-Sky in transmitting data

and sensing. The results show that the WuTx circuit on the MH-REACH-Mote

consumes less energy than that of the active wake-up receiver for successive data

collections of 30 minutes and longer. the low power listening sensor node wastes

less energy than the active wake-up receiver. However, it costs more energy than

the MH-REACH-Mote for intervals of 1 hour and longer. Also, we find that

increasing the moving speed of the base station increases the energy waste for the

low power listening approach. If the interval between successive data collections is
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a week, the average energy cost of the MH-REACH-Mote’s WuTx circuit decreases

to as low as 0.04J/day, which is about 140 times less than that of the active wake-

up radio mote and about 45 times less than that of the low power listening mote.

6.5 Conclusions

In this chapter, we proposed the MH-REACH-Mote to build a multi-hop passive

wake-up sensor network. Experimental results show that the MH-REACH-Mote

can achieve a reasonable wake-up range of 9.4m. Also, with the assistance of the

base-station, an MH-REACH-Mote can achieve a 10.3m wake-up range with low

energy consumption, which makes the MH-REACH-Mote a robust candidate for

applications with long idle intervals between data transmission. Note that the

wake-up receiver on the MH-REACH-Mote is designed based on the WuRx on

the REACH-Mote. The evaluation in Chapter 5 shows that the REACH2-Mote

results in better wake-up distance than the REACH-Mote. Using the WuRx from

the REACH2-Mote for the MH-REACH-Mote could further improve the wake-up

distance. As future work, we plan to design a new network protocol for a WSN

composed of MH-REACH-Motes and evaluate the performance of this multi-hop

passive wake-up network.
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7 Conclusions and Future Work

7.1 Conclusions

In this thesis, we explored the coverage and performance challenges in RFID

systems and wireless sensor networks, and we proposed various solutions to address

these challenges. The technology proposed here leads to improvements in the

performance of RFID systems and WSNs. The contributions of the research are

summarized below.

1. We developed an RFID system with EDGE devices that cooperate with

the RFID reader to extend the range with wireless technology. The EDGE

devices are used to relay packets from RFID tags, which can be powered

but not accessed directly by the RFID reader. We implemented the EDGE

device and characterized its performance. This design can cooperate with a

standard RFID reader and greatly increases the coverage.

2. We created a Token-MAC protocol to improve the performance of through-

put, fairness and delay in RFID systems. Token-MAC utilizes tokens man-

aged by the RFID reader and by the tags themselves to decrease the prob-

ability of collision and thus increase the throughput. Also, Token-MAC
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can achieve better fairness and delay performance compared to the stan-

dard C1G2 protocol and a TDMA approach. We implemented Token-MAC,

C1G2 and a TDMA approach and evaluated their performances through

field tests. Also, we model the performances of these three protocols to

create models that are used for simulation studies.

3. We designed two new passive wake-up radio enabled sensor nodes (REACH-

Mote and REACH2-Mote) for wireless sensor networks that can achieve long

wake-up ranges. Also, we improved an existing RFID based wake-up sen-

sor node and built an EH-WISP-Mote. We implemented both approaches in

hardware and performed field tests. The performances of the REACH-Mote,

REACH2-Mote and the EH-WISP-Mote are evaluated. The experimental

results show that the REACH2-Mote can achieve long range passive radio

wake-up. We also model the hardware performance of the WISP-Mote,

REACH-Mote and REACH2-Mote and evaluate the performance of these

three approach in simulations. The result shows that REACH2-Mote out-

performed all other approach in energy efficiency.

4. We developed MH-REACH-Mote,a multiple-hop passive wake-up radio sen-

sor node. By enabling the node-to-node wake-up, the MH-REACH-Mote

can wake up other MH-REACH-Motes for long wake-up range with the as-

sistance of base station. We evaluate the performance of MH-REACH-Mote

in field tests as well as perform an energy analysis. The results shows that

MH-REACH-Mote is an ideal solution for sensor networks with long idle

intervals between data transmission.
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7.2 Future Work

In order to further improve the performance of RFID systems and wireless sensor

networks, several directions can be pursued as future research.

1. For RFID systems with EDGE devices, optimization of the location of the

EDGE devices with multiple RFID antennas/readers can further improve

performance of the system. As most RFID systems are composed of more

than one RFID antenna, effectively deploying the EDGE devices to achieve

maximum coverage area is important.

2. For wake-up radio enabled sensor nodes, address based wake-up is an im-

portant research area. Both REACH-Mote and REACH2-Mote support only

broadcast wake-up, while address based (ID based) passive wake-up can re-

duce false alarms and further reduce energy cost. However, design of a

low energy cost address check for sensor nodes is difficult. Further research

can be performed to develop low power, long range address based wake-up

receivers.

3. Wireless energy harvesting to support the sensor can be explored for passive

wake-up sensor nodes. The sensor node can be kept in sleep mode until it

is awakened by a trigger signal transmitted by a wake-up radio transmitter.

After waking up, the energy harvester circuit on the wake-up radio receiver

can switch from performing the wake-up function to charging the node. As

passive wake-up sensor nodes are equipped with an energy harvester circuit,

utilizing this hardware to charge the battery/supercapcitor of the sensor

nodes after the wake-up can further extend the network lifetime.
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