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Abstract—Recursive least-squares (RLS) schemes are of paramount importance for online estimation and tracking of signals, especially when the state and/or data model are unknown. Here, a distributed RLS-like algorithm is developed that can operate in ad hoc wireless sensor networks (WSNs). The novel algorithm is obtained by writing the weighted squared-error cost associated with an RLS algorithm in a separable form and applying the alternating-direction method of multipliers to minimize it in a distributed fashion. This distributed adaptive scheme can be applied in general WSNs that are challenged by communication noise and do not necessarily possess a Hamiltonian cycle. Relative to competing alternatives, the novel algorithm offers more efficient communications. Numerical examples indicate that the proposed scheme is resilient to communication noise, while it performs efficient tracking of time-varying processes.

I. INTRODUCTION

With the advent of WSNs, distributed estimation and tracking of signals based on sensor observations has drawn a lot of interest recently. This task becomes even more challenging in ad hoc WSNs where power and bandwidth constraints motivate single-hop communications only between neighboring sensors. With these constraints in mind batch least-squares distributed estimation has been considered in [7], [10].

In many applications though sensors need to perform estimation in a constantly changing environment without having available any state and/or data models. This led to the development of distributed adaptive estimation schemes. Specifically, the distributed incremental (I-) RLS approach in [6] allows the online incorporation of new information while performing least-squares estimation; see also [5]. However, I-RLS is operational as long as the WSN communication graph possesses a Hamiltonian cycle [4]. Avoiding the need for such a cycle and further exploiting all the available communication links in a WSN the diffusion RLS scheme was proposed in [2]. The resultant algorithm however, requires the exchange of regressors and observation data among neighboring sensors at every time instant rendering the approach costly from a communication perspective, as well as less robust in the presence of communication noise.

Different from [6], [2], here we derive a distributed RLS adaptive algorithm which: i) can be applied to general WSNs that are challenged by communication noise and do not necessarily possess a Hamiltonian cycle; ii) efficiently tracks fast time-varying processes; iii) can easily handle sensor failures; and, iv) incurs communication cost which is linear with respect to the dimensionality of the signal we wish to estimate, while it exhibits higher convergence rates with respect to existing approaches.

After stating the problem in Section II, we proceed to reformulate the error cost associated with the exponentially weighted least-squares estimator (EWLSE) as the optimal solution of a separable constrained convex minimization problem (Section III). Then, the alternating-direction method of multipliers is utilized in order to minimize the separable EWLSE cost in a distributed fashion. This way local adaptive recursions, that allow the online incorporation of sensor data, are derived and constitute the distributed RLS algorithm (Section III-A). After elaborating on the distributed operation of the novel algorithm and providing some remarks, numerical simulations in Section IV expose the tracking capabilities and convergence properties of the distributed RLS scheme and compare them with existing alternatives.

II. PROBLEM STATEMENT

Consider a WSN with \( J \) sensors, where single-hop communications are allowed so that the \( j \)-th sensor communicates only with nodes \( j' \) in its neighborhood \( \mathcal{N}_j \subseteq [1, J] \) having cardinality \(|\mathcal{N}_j|\). Sensor links are assumed to be symmetric, and the WSN is modelled as an undirected graph whose vertices are the sensors and its edges represent the available links; see Fig. 1. Similar to [7], [10] and [2] we assume that the communication graph is connected. The WSN is deployed in order to estimate a \( p \times 1 \) parameter vector \( s_0 \). Every sensor, say the \( j \)-th, at time instant \( t \) \((t = 0, 1, 2, \ldots \text{ denotes discrete time})\) acquires a \( p \times 1 \) regressor vector \( \mathbf{h}_j(t) \) and a scalar observation \( x_j(t) \) for \( j = 1, \ldots, J \). A pertinent approach in this setup is to form the exponentially weighted least-squares estimator (EW-LSE) given at time instant \( t \) as [3]

\[
\hat{s}_{\text{ewls}}(t) := \arg \min_s \sum_{\tau=0}^{t} \sum_{j=1}^{J} \lambda^{t-\tau} \| x_j(\tau) - \mathbf{h}_j^T(\tau)s \|^2 + \lambda s^T \Phi_s s
\]

(1)

where \( \lambda \in (0, 1] \) implements forgetting factor and \( \Phi_s \) is a positive definite matrix used for regularization. Notice that (1)
provides the EW-LSE \( \hat{s}_{\text{ewls}}(t) \) for \( s_o \), given the observations and regressors \( \{x_j(\tau), h_j(\tau)\}_{j=1}^J \) within the time interval \( \tau \in [0, t] \).

If the sensor observations \( x(t) := [x_1(t), \ldots, x_J(t)]^T \) and the regressor vectors in \( H(t) := [h_1(t), \ldots, h_J(t)]^T \) were available at a central location, then \( \hat{s}_{\text{ewls}}(t) \) could be obtained using the RLS algorithm (centralized RLS) [3]. However, both the observations in \( x(t) \) and the regressors in \( H(t) \) are scattered across the WSN. One approach would be to have each sensor transmit \( x_j(t), h_j(t) \) to a fusion center (FC) and then directly apply RLS. This approach however is not only communication costly, but also is prone to FC failures. The goal of this paper is to minimize the cost in (1) in a distributed fashion and derive local recursions that enable each sensor to estimate \( s_b \) by exchanging messages with its immediate (single-hop) neighbors only.

III. DISTRIBUTED RECURSIVE LEAST-SQUARES SCHEME

Our approach is to rewrite the minimization problem in (1) in an equivalent form that is amenable to distributed implementation. Then, we utilize the alternating-direction method of multipliers [1, pg. 253-261],[7], to split the original problem in (1) into simpler subtasks that can be implemented in parallel. Since summands in (1) are coupled through \( s \) it is not straightforward to decompose this minimization problem. To this end, we define the auxiliary variable \( s_j \) to represent the local estimate at sensor \( j \), and consider the constrained minimization problem

\[
\{\hat{s}_j(t)\} := \arg\min_{s_j} \sum_{\tau=0}^{t} \sum_{j=1}^J \lambda \tau^{-\tau} \|x_j(\tau) - h_j^T(\tau)s_j\|^2 \\
+ J^{-1} \sum_{j=1}^J s_j^T \Phi_{s} s_j \\
\text{s. t. } \epsilon_j s_j = \epsilon_j \bar{s}_b, \ b \in B, \ j \in N_b
\]  

where \( B \subseteq [1, J] \) is a subset of ‘bridge’ sensors maintaining local vectors \( \bar{s}_b \), which are utilized to impose consensus among local estimates \( s_j \) across all sensors. If \( B \equiv [1, J] \), then from the connectivity of the WSN it follows that (1) and (2) are equivalent in the sense that \( s_j(t) = \hat{s}_{\text{ewls}}(t) \). In fact we can impose a milder requirement on \( B \) and ensure that (1) and (2) are equivalent.

Specifically, the bridge sensor set is chosen to satisfy the following conditions: (i) \( \forall j \in [1, J] \) there exists at least one \( b \in B \) such that \( b \in N_j \) (the bridge neighbors of sensor \( j \) will be denoted by \( B_j := N_j \cap B \)); and, (ii) for \( j_1 \) and \( j_2 \in N_j \), there exists \( b \in B \) such that \( b \in N_{j_1} \cap N_{j_2} \). Selecting \( B \) in that way ensures that \( \hat{s}_j(t) = \hat{s}_{\text{ewls}}(t) \) (details in [8]). Further, such a bridge sensor set can be determined in a distributed fashion using e.g., the scheme in [9]. A possible selection for \( B \) (not unique) in the WSN given in Fig. 1, is the set formed by the black nodes. In fact the bridge-sensor set \( B \) trades-off communication cost for robustness to sensor failures; i.e., increasing the number of bridge sensors improves robustness to sensor failures but also increases the information exchange between sensors. Regarding the positive constants \( \epsilon_j \), they do not cause any effect whatsoever on the constraints in (2). Actually, they are used to adjust the convergence characteristics of the distributed (D-) RLS algorithm.

A. Algorithmic Construction

In this subsection, we will show how to solve (2) in a distributed fashion using the alternating-direction method of multipliers. Interestingly, this procedure will yield a distributed adaptive estimation algorithm whereby recursive updates per sensor allow estimation of \( s_o \), or, even tracking of a time-varying process \( s_o(t) \).

Let \( \{v_{j}(\tau)\}_{j\in[1,J]} \) denote the Lagrange multipliers associated with the constraints \( s_j = \bar{s}_b \), and be updated at the \( j \)-th sensor. Consider now the augmented Lagrangian function of the minimization problem in (2) at time instant \( t \), namely

\[
\mathcal{L}_a(s, \bar{s}_b, v; t + 1) = \sum_{\tau=0}^{t+1} \sum_{j=1}^J \lambda \tau^{1+\tau} \|x_j(\tau) - h_j^T(\tau)s_j\|^2 \\
+ J^{-1} \sum_{j=1}^J s_j^T \Phi_{s} s_j \\
+ \sum_{b \in B} \sum_{j \in N_b} c_j \epsilon_j^2 \|s_j - \bar{s}_b\|^2
\]  

where \( s := \{s_j\}_{j=1}^J, \bar{s}_b := \{\bar{s}_b\}_{b \in B}, v := \{v_{j}\}_{j\in[1,J]} \), and \( c_j > 0 \) are penalty coefficients corresponding to the constraint \( \epsilon_j s_j = \epsilon_j \bar{s}_b, \forall b \in B \) and \( j \in [1, J] \).

We tackle (2) using the alternating-direction method of multipliers [1], by: s1 minimizing the augmented Lagrangian function using block coordinate descent; and, s2 updating the Lagrange multipliers associated with the equality constraints in (2). To this end, let \( k = 0, 1, \ldots \) denote the iteration index for the recursive algorithm to be constructed in order to minimize (2). In order to apply the alternating-direction method of multipliers suppose that during time iteration \( k \) the multipliers \( v_{j}(t + 1; k) \) and local estimates \( s_j(t + 1; k) \) are available at sensor \( j \). Then, (s1) involves the following two subtasks:

s1-a) After setting \( \{v_{j} := v_{j}(t + 1; k)\}_{j\in[1,J]} \) and \( \{s_j := s_j(t + 1; k)\}_{b \in B} \) in (3), minimize the augmented Lagrangian in (3) with respect to \( s_j \) and determine \( s_j(t + 1; k + 1) \) for \( j = 1, \ldots, J \).

s1-b) After setting \( v_{j} := v_{j}(t + 1; k) \) and \( s_j = s_j(t + 1; k + 1) \) in (3), minimize the augmented Lagrangian in (3) with respect
to \(\bar{s}_b\) and determine \(\bar{s}_b(t+1; k+1)\) for \(b \in B\). Then, step (s2) involves updating the Lagrange multipliers using a gradient ascent-like recursion.

Interestingly, after applying steps (s1)-(s2) we obtain a set of recursions that involve communications only between single-hop neighboring sensors. Thus, the recursions used to develop the distributed (D-)RLS algorithm are summarized as

\[
\begin{align*}
\psi_j^b(t+1; k) &= \psi_j^b(t+1; k-1) + \epsilon_j c_j (s_j(t+1; k) - \bar{s}_b(t+1; k)) \\
+ \epsilon_j c_j (s_j(t+1; k) - \bar{s}_b(t+1; k)) \\
= \Phi_j^{-1}(t+1) \psi_j(t+1) - \frac{\epsilon_j}{2} \Phi_j^{-1}(t+1) \\
\times \left( \sum_{b \in B_j} \psi_j^b(t+1; k) - \epsilon_j c_j \sum_{b \in B_j} \bar{s}_b(t+1; k) \right) \\
\bar{s}_b(t+1; k+1) &= \sum_{j \in N_b} \sum_{\beta \in \beta} \epsilon_j^{-1} \psi_j^b(t+1; k) \\
+ \epsilon_j c_j (s_j(t+1; k+1)),
\end{align*}
\]

(5)

where \(b \in B_j\) in (4) and \(b \in B\) in (6), while

\[
\begin{align*}
\Phi_j(t+1) &= \sum_{\tau=0}^{t+1} \lambda^{t+1-\tau} h_j(\tau) h_j^T(\tau) + \lambda^{t+1} \Phi_0 + \frac{\epsilon_j^2 c_j |B_j|}{2} I_p \\
\psi_j(t+1) &= \sum_{\tau=0}^{t+1} \lambda^{t+1-\tau} h_j(\tau) x_j(\tau).
\end{align*}
\]

Notice that \(\psi_j(t+1) = \lambda \psi_j(t) + h_j(t+1) x_j(t+1), \) while for \(\lambda = 1\), matrix \(\Phi_j(t+1)\) can be obtained recursively with a complexity of \(O(p^2)\) from \(\Phi_j^{-1}(t)\) using the matrix inversion lemma. Note that the first term in \(s_j(t+1)\), namely \(\Phi_j(t+1) \psi_j(t+1)\), is a regularized version of the local EW-LS estimator at sensor \(j\) at time instant \(t+1\). The regularization comes from the term \(\frac{\epsilon_j^2 c_j |B_j|}{2}\) in \(\Phi_j(t+1)\). The second term in (5) is responsible for fusing information from the neighborhood of sensor \(j\), refining in that way the estimate provided from \(\Phi_j^{-1}(t+1) \psi_j(t+1)\).

Recursions (4)-(6) constitute the D-RLS algorithm whereby all the sensors \(j \in [1, J]\) keep track of their local estimate \(s_j(t+1; k)\) and the Lagrange multipliers \(\psi_j^b(t+1; k)\) for \(b \in B_j\). The sensors that belong to subset \(B\) keep also track of the consensus enforcing variables \(\bar{s}_b(t+1; k)\). Note that at each time instant \(t\), the EW-LS cost in (2) changes. The recursions provided in (4)-(6) provide a way to minimize (2) in a distributed fashion, and we have shown that (details in [8])

**Proposition 1:** For arbitrarily initialized \(\{\psi_j^{b(t+1;0)}\}_{j \in [1, J]}\), \(s_j(t+1;0)\) and \(\bar{s}_b(t+1;0)\), and as \(k \to \infty\) the local estimates \(s_j(t+1; k)\) reach consensus; i.e.,

\[
\lim_{k \to \infty} s_j(t+1; k) = \hat{s}_j(t+1) = \hat{s}_{cons}(t+1), \quad \text{for} \ j \in [1, J].
\]

Thus, the D-RLS recursions are able to determine the EWLS estimator at each time instant \(t\) as long as the number of ‘consensus’ recursions \(k\) goes to infinity. For a time-invariant setup applying many consensus iterations, i.e. \(k \gg 1\) would not be a problem, though this is not the case when the WSN has to track a time-varying process \(s_0(t)\). Therefore, in order to make D-RLS appropriate for time-critical applications, we can apply one ‘consensus’ iteration per time instant \(t\) (in [8] we also consider and analyze D-RLS versions with more ‘consensus’ iterations). In that case \(t = k\) and the recursions in (4)-(6) can be simplified to (proof in [8])

\[
\begin{align*}
\psi_j^b(t) &= \psi_j^b(t-1) + \epsilon_j c_j (s_j(t) - \bar{s}_b(t)) \\
\bar{s}_b(t) &= \sum_{j \in N_b} \sum_{\beta \in \beta} \epsilon_j^{-1} (\psi_j^b(t) + c_j s_j(t+1)).
\end{align*}
\]

Using this iteration step, sensor \(j\) transmits to each of its bridge neighbors \(b \in B_j\), the vector \(\epsilon_j^{-1} \psi_j^b(t) + c_j s_j(t+1)\). Subsequently, each sensor \(b\) in \(B\) receives the vectors \(\epsilon_j^{-1} \psi_j^b(t) + c_j s_j(t+1)\) from all its neighbors \(j \in N_b\) and proceeds to compute \(\bar{s}_b(t+1)\) using (10). This completes the \((t+1)\)-st iteration and all the sensors in \(B\) proceed to transmit \(\bar{s}_b(t+1)\) to all their neighbors \(j \in N_b\) starting the \((t+2)\)-nd iteration. The algorithm is tabulated as Algorithm 1.

Note that D-RLS allows the online incorporation of new observation data at each time instant via \(\psi_j(t+1)\) and \(\Phi_j^{-1}(t+1)\) in (9). In that way D-RLS has the potential to efficiently track time-varying processes. This will also be confirmed by the simulations of Section IV. On the other hand, the I-RLS in [6] allows each sensor to process new data only after \(J\) time slots from the time instant it acquired them. Thus, the operation of I-RLS is limited to applications with slow varying parameters or fast sensor communications. Further, operation of the I-RLS requires determination of a Hamiltonian cycle of the WSN which is an NP-complete problem [4]. In case of sensor failures redetermining a Hamiltonian cycle might be extremely difficult if not impossible. Also connectivity of the WSN is not sufficient to guarantee existence of a Hamiltonian cycle.

The communication cost for D-RLS is \(O(p)\) per iteration, while the one for I-RLS is \(O(p^2)\). A low communication cost I-RLS is also proposed in [6] with a communication cost of \(O(p)\) per iteration, though the tracking challenges related to I-RLS still remain. The communication cost associated with diffusion RLS in [2] is also \(O(p)\). However, we should point out that sensors not only have to exchange their local estimates with all their single-hop neighbors, but also exchange their regressor vectors and observation data. Recall that in D-RLS each sensor \(j\) does not have to transmit its regressors and observations, while it exchanges information only with a subset of its neighborhood \(N_j\), namely the bridge neighbors in \(B_j\), where \(|B_j| < |N_j|\). This implies that D-RLS incurs smaller communication cost than [2]. Further, as will be seen
Algorithm 1 D-RLS \((t = k)\)

Initialize \(\{s_j(0)\}_{j=1}^J, \{\tilde{s}_b(0)\}_{b \in B}\) and \(\{v^b_j(0)\}_{j \in [1, J], b \in B}\) at any value.

for \(t = 0, 1, \ldots\) do

Every bridge sensor \(b \in B\): transmits \(\tilde{s}_b(t)\) to its neighbors in \(N_b\).

All \(j \in [1, J]\): update \(v^b_j(t)\) using (8).

All \(j \in [1, J]\): update \(s_j(t + 1)\) using (9).

All \(j \in [1, J]\): transmit \(c_j v^b_j(t) + c_j s_j(t + 1)\) to each \(b \in B_j\).

Bridge sensors \(b \in B\): compute \(\tilde{s}_b(t + 1)\) through (10).

end for

in Section IV D-RLS exhibits robustness in the presence of reception (communication) noise, whereas the distributed scheme in [2] may not provide accurate local estimates.

Remark 1: In case of a bridge sensor failure, D-RLS incurs performance loss, but remains operational after the neighbors of the failed bridge sensor modify their local recursions accordingly. Specifically, if bridge sensor \(b' \in B\) fails, then some of the nodes in \(N_{b'}\) can be converted to bridges as needed, in order for the new bridge sensor set, call it \(B'\), to satisfy the properties of \(B\). This conversion can be accommodated using the algorithm in [9]. Then, all sensors in \(N_{b'}\) can modify their local recursions (8)-(10) by adding the corresponding terms associated with the new bridges in \(N_{b'}\), and removing the ones corresponding to \(b'\).

IV. NUMERICAL EXAMPLES

Next, we test the convergence properties of the D-RLS algorithm in an ad hoc WSN and perform some comparisons with the schemes in [2] and [6]. The WSN comprises \(J = 30\) sensors. We adopt a linear data model of the form \(x_j(t) = h_j(t) s_o + r_j(t)\), with \(p = 4, \sigma^2_{\epsilon_j} = 10^{-4}\) and with the entries of \(h_j(t)\) uniformly distributed in \([-0.5, 0.5]\) for \(j = 1, \ldots, J\). We set \(\lambda = 1, c_j c_j = 8\) and \(c_j^2 c_j = 0.05\) for all \(j = 1, \ldots, 30\). Fig. 2 (a) depicts the normalized mean-square error \(E_l(t) = J^{-1} \sum_{j=1}^J E[\|x_j(t) - h_j^T(t) s_j(t)\|^2]\) (learning curve) versus time index \(t\), whereas Fig. 2 (b) shows the normalized estimation error \(E_n(t) = J^{-1} \sum_{j=1}^J E[\|s_j(t) - s_o\|^2]\), with \(E[\cdot]\) indicating mean approximation using Monte Carlo simulations. We plot the learning curves and estimation error for D-RLS, diffusion RLS in [2] and the centralized RLS assuming i) ideal links; and ii) reception noise at all sensors. Clearly, the centralized RLS, where all the information is assumed available at a central location, benchmarks both D-RLS and diffusion RLS. Next, note that the learning curve corresponding to D-RLS converges to the observation noise variance \(\sigma^2_{\epsilon_j} = 10^{-4}\) much faster than the one corresponding to the diffusion RLS. Note also that the learning curve of D-RLS is very close to the centralized RLS when sensor links are ideal. Also, Figs. 2 (a)-(b) depict that in the presence of communication noise, diffusion RLS clearly cannot provide an accurate estimate of \(s_o\), whereas D-RLS still is able to estimate \(s_o\) with some penalty though with a higher estimation error than the one achieved under ideal sensor links.

Fig. 3 depicts the tracking capability of D-RLS, assuming that \(s_o(t)\) obeys a first-order AR process; i.e., \(s_o(t) = 0.9 s_o(t-1) + v(t)\), where \(v(t)\) is zero-mean white Gaussian with variance 0.1. We plot the local estimate \(|s_2(t)|\) (first entry of \(s_2(t)\)) for both D-RLS and I-RLS, where \(\lambda = 0.5\), along with \(|s_o(t)|\). Recall that in I-RLS each sensor produces an estimate once per \(J = 30\) time slots. Clearly, the D-RLS outperforms the I-RLS in terms of tracking.

V. CONCLUSIONS

We developed a distributed RLS algorithm for estimating and tracking signals using observation data collected online by sensors deployed in an ad hoc manner. Our approach involves reformulating in a separable constrained form the exponentially weighted squared-error cost whose minimization leads to the standard RLS algorithm, and then minimizing
the new cost in a distributed fashion across sensors via the alternating-direction method of multipliers. The novel D-RLS algorithm can be applied to general WSNs and performs efficient estimation and tracking even in the presence of communication noise. Numerical examples demonstrate the convergence and tracking advantages of D-RLS over existing alternatives.

Currently, we are pursuing stability and performance analysis of the D-RLS algorithm for general setups using stochastic averaging techniques. The goal is to show that the local estimates $s_j(t)$ in D-RLS enjoy mean-square sense consistency whenever the same holds true for the standard RLS scheme.¹
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